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Abstract—In this paper, we present a method for reconstructing images taken from a under display camera. Due to the placement of an under display camera, resulting images suffered from optical aberrations and quality degradation. The method we propose utilizes a convolutional neural network to generate a high quality image from a low quality, distorted input image. A under display camera dataset containing Transparent OLED (T-OLED) images is used to train the neural network and a portion of the data is used to evaluate the models performance. Our proposed shallow ResNet method generates reconstructed images that are quantitatively and qualitatively better than the inputs. Quantitatively, the model increases the PSNR of the input images by 2.39 on average. Qualitatively, the model succeeds at sharpening and deblurring the images. However, the model struggles with preserving color, correcting in low-light environments, and eliminating vertical fringe artifacts in the image. We propose methods to fix these issues and generate more visually appealing images.

1 INTRODUCTION

Under display camera (UDC) imaging has been a problem of interest for several years in industry as smartphones move to have full-frame displays without visible camera or sensor peripheries on the front. A diagram of a UDC setup is shown in Fig. 1. Several smartphones with under-display cameras already exist, particularly ZTE’s Axon 20 and the Galaxy Z Fold 3 [1]. However, the images resulting from a UDC are of much poorer quality. Companies leverage computer vision algorithms to clean up these pictures, leading to over-processed and unnatural final images. Therefore, accurate algorithms with fast inference are necessary to make under display cameras more ubiquitous.

Modern computing environments have allowed for a wide array of new deep learning techniques that were unfeasible before.

A type of deep learning neural network, called a convolutional neural network (CNN), has demonstrated capabilities for highly accurate image reconstruction and mapping after being trained on a large dataset of samples. In the past decade, research efforts have led to impressive results on image segmentation [2], deblurring [3], and denoising [4].

In this paper, we propose an approach to improving the quality of UDC images through a CNN. We introduce a simple deep learning architecture composed of nine successive residual blocks, which contain series of convolutions and nonlinearities. In the end, this approach proved fruitful, improving image quality by a significant amount. Moreover, the inference time of the residual network is much faster than comparable approaches.

2 RELATED WORK

Resolving UDC images is directly related to the more general approach of deblurring images. When the blur kernel is known, well known signal processing approaches, such as Wiener filtering, or iterative methods, such as HQS [6] or ADMM [7], can be leveraged. However, when the mechanics of the blurring are unknown, this turns into a blind deconvolution problem. While more classical approaches such as Richardson-Lucy [8] have been recommended in the past for blind deconvolution problems, advances in compute hardware and algorithms have enabled this type of problem to be conducive to deep learning techniques.

The first massive research driven collaboration towards solving this problem was undertaken at CVPR 2021 under the “Image Restoration for Under-Display Camera” challenge. Several teams from different university and industry research settings competed, most of whom used a combination of classical signal processing techniques and deep learning [5].

The challenge provided a database of UDC images for two types of displays: a 4k Transparent OLED (T-OLED) and a Pentile OLED (P-OLED).

The dataset contains 240 pairs of 1024 × 2048 images. Challenge participants were evaluated primarily on PSNR. Example images from the dataset are shown in Fig. 2.

Visually, the T-OLED reconstruction task involves a combination of deblurring and the removal of vertical fringes. Fig. 3 displays the blur and vertical fringes of a T-OLED
image in comparison to its ground truth in closer detail. The P-OLED task is much more challenging, as it involves severe image degradation and desaturation in certain cases. As such, this paper presents an approach for the T-OLED task as there was a limited amount of time allocated for the completion of this project. The approach presented in this paper will be compared to various entries to this competition in a later section.

Convolutional neural networks have been studied and tuned for various image to image mapping tasks. A common network architecture is the Residual Network, or ResNet. ResNet architectures are composed of ResNet blocks, each of which apply a convolution and some kind of batch normalization with an activation function at the end. Carefully tuned ResNet architectures have been shown to succeed on image processing tasks like denoising [9].

3 Proposed Method

After a brief experimentation period of using signal processing techniques, such as lowpass filtering to remove the vertical fringes and pretrained denoising models, it was clear that a new approach would be necessary.

Convolutional neural networks vastly outperform other current machine learning models for large scale image processing and reconstruction. Due to computational constraint but general interest in the problem space, our proposed method involves training a shallow ResNet from scratch.

Each ResNet Block contains a 2D convolution layer (with padding to ensure the image is not compressed), batch normalization, and a leaky ReLU activation function. Our entire model is composed of 9 ResNet Blocks with an additional convolution layer at the front and end. A graphical representation of our model is shown in Fig. 4.

3.1 Earlier Approaches

This was our third approach we tried after two simpler ones. We initially assumed that there might be a simple 2D filter (modeled by a spatial convolution) that could be uncovered from the input and output pair for a given image. The first test involved using a basic least squares approach on $Ax = b$, where $A$ was the 2D convolutional matrix for the input image, $x$ was the convolutional kernel, and $b$ was the vectorized output image.

Our second test set up a model with a single 2D convolutional layer, and we tried training it on the dataset. We soon realized the infeasibility of both these approaches due to its naivete. There was no clear linear mapping that could clean up the image simply from each pixel’s local neighborhood (seen from the convolutional window).

3.2 Tools

We used Pytorch to train our models on a Tesla K80 GPU in the Google Colab environment.

3.3 Data Preprocessing

We partition the dataset into training and validation sets. 80% of the data is used as the training data for our model, 10% is used for validation, and 10% is left for model evaluation and testing. The validation dataset is used for hyperparameter turning.

To fit our data in the cloud environment, we needed to also scale the dataset to $650 \times 325$. This presents a more challenging task than using the normal sized images since we have lost a significant amount of information.

Due to the limited amount of data available, we also experimented with data augmentation, randomly flipping images horizontally or vertically during the training process.

3.4 Model Training

After generating our 9-layer ResNet model, we trained it while turning several hyperparameters. We chose to use the
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Fig. 4. A high level overview of our model’s architecture.

Fig. 5. Loss function while training model

The $\ell_1$ loss function as prior research in image reconstruction has suggested $\ell_1$ loss allows for sharper image formation (compared to, for example, mean squared error) [10]. We used the Adam optimizer with a learning rate of 0.01. Our final model was trained for 8 epochs, attaining a final running loss of $6.3 \times 10^{-4}$ starting with a running loss of $3.63 \times 10^{-3}$ from the first epoch. Fig. 5 shows that our model achieved convergence after 8 epochs. Even when training our model for more epochs, we found that the loss did not change much from there.

Our weights were all initialized to zero. In the future, we hope to test out different intialization methods and optimizers to see if any improvements upon this baseline can be made.

4 COMPARISON TO OTHER METHODS

We compare our results and methods to three approaches in the UDC challenge at CVPR as they were constrained to the same dataset as us. Our leading metric for comparison is the Peak Signal-to-Noise Ratio (PSNR), which can be described as

$$PSNR = 10 \log_{10} \left( \frac{\max(I)}{MSE} \right)$$

where

$$MSE = \frac{1}{N} \sum_{n=1}^{N} (I_n - \hat{I}_n)^2.$$  

The leading team for the challenge, Baidu Research Vision, used a convolutional neural network composed of a series of dense residual blocks alongside a shade-correction preprocessing step. The shade-correction mechanism multiplicatively applies a certain pattern to a given patch of a T-OLED display before sending it off to the neural network. The network was trained on patches of size 128 $\times$ 128. This team achieved an average PSNR of 38.23 on the test set along with an inference time of 11.8 s/frame on a Tesla M40.

Team BigGuy applied a much simpler approach. They trained a large modified U-Net with patches from the images. They also tested several different types of residual dense blocks and neural architectures, arriving at the conclusion that the U-Net architecture would obtain the best results. This team scored a PSNR of 38.3 with an inference time of 0.3548 on a Tesla V100.

Team San Jose Earthquakes used two stages for solving the T-OLED problem. The first stage passes the input to a large network PyNET in order to deblur and colorize the image. They also pass the input through an ADMM module to obtain a poorer, noisier reconstruction. Both the ADMM and PyNET outputs are then passed into a fusion U-Net to recover a sharper, denoised result. The authors remark that the ADMM output maintained high frequency textures while the PyNET output often blurred them out, and thus rose to the conclusion of passing both through a fusion U-Net. However, due to the computational complexity of ADMM on large images, they obtained an inference time of 180 s/frame with a PSNR of 33.78.

In comparison, our methodology is most similar to that of Team BigGuy with added simplicity. Rather than using patches, we simply train our model with a scaled down version of the image. The patch based approach makes sense when training U-Net since it requires fixed-size, square input images. While Baidu Research Vision and San Jose Earthquakes were much more detailed in their approaches, their algorithms would be impractical from an inference
point of view, especially considering that these models would need to run on a smartphone. Our model had an inference time of approximately 1 s/frame on an Apple M1 chip, which would be even faster on similar GPUs to those used by these other teams. Thus, the simple model presented in this paper has its merits.

5 Results

In order to evaluate and test our model, we performed inference on the remaining 10% of the dataset. We kept track of the input and output of the model as well as the high res equivalent stored within the dataset.

Using these the input, output, and ground truth image, we were able calculate PSNRs of the input image compared to the high resolution reference image, the output image compared to the high resolution reference image, and the difference between those PSNRs. Two examples from the test set are shown in Fig. 7. We document the best and worst PSNRs seen in the test dataset to give an idea of the range of outputs expected. Notice how the image our model fails on is possibly the most challenging in the entire dataset. It is in extremely low light, and it is hard to discern basic features, even in the high resolution reference image. On the other hand, it is clear that our model was successful at deblurring the other example. However, it fails to maintain color accuracy. At a closer look, we can also recognize the fringing pattern from the original input image. These issues can likely be resolved with a more robust training approach (larger network, more data augmentation, more training time) that would be not difficult to implement with additional compute power.

On average, the PSNRs for the model output compared to the high resolution reference was 33.09 whereas the PSNRs for the model input compared to the high resolution reference was 30.7. There is a definitive improvement in the PSNR values as the model output PSNR is larger than the model input PSNR. While PSNR does not completely characterize the human visual response to an image, this metric indicates that the model is producing a positive output. Additionally, as Fig. 6 is representative of the average input and output from the model, there is a definitive visual improvement in to output. Qualitatively, the output tends to be sharper, brighter, and less hazy than the input images. However, the vertical artifacts seem to have been amplified by the deblurring mechanism. Patch restoration approaches, such as those described in prior work, appears to be a good solution for eliminating these stripes. One other possible approach is using low-pass filtering to eliminate the bands since they all seem to be periodic and predictable.

From a quantitative perspective, the PSNRs of the model inputs and model outputs are plotted to understand the distribution across our test dataset. In Fig. 8, we can see a histogram of this distribution. Since the data is not normally distributed, it is difficult to understand the spread of the data with normal metrics such as standard deviation.

Instead we look at the mean of the original and reconstructed PSNRs as well as their mean absolute deviations (MAD). The original PSNRs (model inputs) has a mean of 30.7 with a mean absolute deviation of 1.9. The reconstructed PSNRs (model outputs) has a mean of 33.09 with a mean absolute deviation of 1.7. The means differ significantly while the mean absolute deviations are relatively similar between the inputs and outputs. This indicates that the model effectively shifted up the PSNRs of the test dataset. Quantitatively, the model has increased the mean PSNR value of the dataset while retaining a similar distribution of PSNRs.

As our final metric of improvement with this model, we look at the empirical difference in PSNR values between the input and outputs. Fig. 9 shows the histogram of differences in PSNR values.

The plot of differences is of the reconstructed PSNR values minus the original PSNRs. We can see that on average there is an improvement in the output images. The outliers are evident as there are some points in the dataset with a negative PSNR difference indicating a quantitative worse output than input. The worst and best case PSNR values are displayed in Fig. 7. While the PSNR difference is negative for our worst output, qualitatively, the image still seems to be sharper, brighter, and closer to the high resolution reference. This is indicative of the PSNR metric not fully characterizing the human visual response.

6 Discussion

In understanding the results section above, it is imperative to note that the output of the model cannot be evaluated by quantitative metrics only. It is also important to evaluate the images qualitatively.

Upon a visual inspection of our models outputs, it was evident that it was successful at deblurring the image and outputting a sharper and more well defined image. However, we note that we had poor color color correction. Based on our literature review, it is evident that our method is similar to Team BigGuy’s method. Our approach used a smaller network and did not use nearly as many GPU’s. We hypothesize that by using more data (more permutations and augmentations of the training data) as well as increasing the size of our network, we could improve the color correctness output of the model.
Additionally, the model fails to remove the fringes seen in the input images resulting from the pixels in the display. In future iterations of this project, this could be fixed with classical digital signal processing techniques or even image inpainting after lowpass filtering the image to get rid of the fringes. We could also adopt patch based methods shown in prior work, as the fringes appear to be predictable.

From a quantitative perspective, it is notable that different lighting situations as well as high frequency portion of input images proves to be difficult for the model. Qualitatively images in these conditions seem to have slightly sharper outputs, however, the worst PSNR output values compared to PSNR input values are a result low light and high frequency images. One possible solution to this is adding a normalization step in preprocessing. This could ensure the input has an expected amount of brightness that would not need to be learned by the convolutional neural network.

In an commercial setting where algorithms/models are developed for specific cameras and displays, we will have fully characterized optical models for the cameras and displays being used. Therefore, we can account for the specific points spread functions and design the algorithms around the hardware. We could use DeepOptics \cite{11} to design our hardware for our specific algorithms and improve image outputs.

In conclusion, our proposed method definitely produces a better quality image than the input and is a step in the right direction. With a better understanding of the camera and display technology used as well as larger networks and more GPUs to train our model on, we believe our method could utilize under display camera technology could output high quality images.

7 Source Code

Our source code and details on how to get our implementation working are available on GitHub at \url{https://github.com/varunshenoy/UDC-Image-Restoration}.
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