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Image Inpainting
Jin Woo, Baik, Stanford University, CA

Abstract—Recently, there have been lots of progress in image inpainting field and state-of-the-art techniques with learning-based
methods. However, inpainting results from these techniques are still blurry or awkward. From this project, I will generate clear and
plausible outputs to improve image quality. To achieve this, I proposed Recurrent Convolution and adopted Coarse-to-refine structure
[2]. In addition, I proposed Sobel Edge Discriminator, which is a discriminator using Sobel Edge detection algorithm [1]. Moreover, I
added frequency separation loss. Since the high frequency components are less important in the coarse network, I applied a low pass
filter to get low frequency components. In contrast, I used a high pass filter in refine stage so that network could more focus on details.
From these proposed methods, my model achieved better performance than other methods.

Index Terms—Recurrent Convolution, Sobel Edge Discriminator, Frequency Separation Loss, Coarse to Refine.

✦

1 INTRODUCTION

Image inpainting is a task which fills missing pixels with
semantically and perceptually plausible contents. We can
remove unwanted objects through inpainting by using a
mask which covers the unwanted region. To produce ap-
propriate reconstruction, it should be semantically plausible
and match with the existing backgrounds. These processes
could be done by using deep learning techniques.

There are a lot of image inpainting techniques. I adopted
coarse-to-refine structure [2]. This structure fills the masked
region through coarse network and refine network. The
coarse network takes an original image and the mask as an
input to generate coarse output. Then, the refine network
takes coarse output as an input to generate refined output.
By using this structure, we could expand the receptive field
and stabilize the training stage.

Based on this coarse-to-refine structure, I have proposed
3 ideas; Recurrent Convolution, Sobel Edge Discriminator,
and frequency separation loss. Recurrent Convolution (or
RNN) is widely used when the network deals with sequen-
tial data such as music, movie, and natural languages. Since
my model uses coarse-to-refine structure, which the output
from coarse network becomes an input of refine network,
our model can be treated as a sequential model. This is the
reason why I adopted RNN.

Sobel Edge Discriminator originates from Sobel Edge
Detection [1]. I tried to use the edge information suggested
in other image inpainting paper [3] to increase the perfor-
mance. The overall quality has been greatly improved by
using the edge information. Nevertheless, there are some
limitations. One of the limitation is that if the edge map
is not accurate, the subsequent network cannot produce an
appropriate output. In my model, Sobel edge discriminator
takes the edge map as input and determines whether the
edge map is real or fake.

Frequency separation loss is designed to catch the struc-
ture of an input more precisely. Since the basic information
of an image is concentrated in low frequency regions, coarse
network focuses on low frequency components by elimi-
nating the high frequency details. This method makes the
coarse network simple, while maintaining core information
of an image. In contrast, refine network focuses on high

frequency information(details).
By implementing these techniques, performance was

greatly improved comparing with other inpainting models
[3], [4], [5]. Especially, our model shows the best perfor-
mance at landscape images such as Places365.

2 RELATED WORK

There are some popular methods for inpainting task.
Globally and Locally Consistent Image completion [7] has
two discriminators: global discriminator and local discrimi-
nator. The global discriminator makes an output consistent
with the global context and the local discriminator makes
an output consistent with local regions which corresponds
to the masked region. This model is composed of three net-
works: completion networks, local discriminator, and global
discriminator. The completion network fills the masked
region using CNN structure. Then, the global and local
discriminator evaluate whether the output is consistent with
the original image globally and locally.

Generative Image Inpainting with Contextual Atten-
tion [2] introduces the concept of ‘contextual attention
layer’. First, the input feature is divided into two regions.
One is called ‘Foreground’ which corresponds to the masked
region and the other is called ‘Background’. The objective of
this layer is to find a patch in background which matches
with foreground. To achieve this, background should be
transformed into convolutional filters with cosine similarity.
Then, the convolution operation is applied to the foreground
and convolutional filters. By applying the softmax operation
to the output, attention scores for each pixel can be achieved.
Finally, the foreground region can be reconstructed by ap-
plying deconvolution to the attention score.

Free-Form Image Inpainting with Gated Convolution
[4] solves the problem of vanilla convolution which treats
all pixels as valid ones. While most of image inpainting
networks used hard-gating mask, this model used soft
mask. Gating corresponds to a soft mask which is updated
automatically with convolution. By using this mechanism,
the network can selectively learn masked region.
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Image Fine-Grained Inpainting [6] introduced ‘dense
multi-scale fusion network (DMFN)’. Unlike common di-
lated convolutions, DMFB uses hierarchical features which
come from various kinds of convolution having different di-
lation rates. In addition, the author proposes a new concept
called ‘self-guided regression loss’ which corrects low-level
features by using normalized discrepancy map.

Recurrent Neural Network(RNN) is designed to deal
with sequential data such as music, movies, and natural
language. Since sequential data has different length, tradi-
tional neural network is not adequate. The main difference
between RNN and traditional neural network is that tradi-
tional neural network only uses current input, while RNN
uses past information by using hidden states.

Edgeconnect: Generative Image Inpainting with Ad-
versarial Edge Learning [3] uses edge information when
generating an image. It first draws an edge map of masked
region. Then the network uses edge map to fill masked
region. The network is composed of two stages. First stage
is called edge generation stage. In this stage, the network
generates edge map of the masked region. The next stage is
called image completion stage. It fills the masked region by
using the edge map generated at the first stage.

3 METHODS

This is an overall structure of my model. There are two
main modules: wrapping module and embedded module.
After wrapping module, the result goes through patch dis-
criminator and Sobel edge discriminator which determines
whether the generated image is real or fake. The results from
these discriminators are concatenated and make the final
decision whether the generated image is real or fake.

Wrapping module is composed of encoder-decoder net-
work. Inputs(original image and mask) are encoded using
recurrent convolution and passes through embedded mod-
ule. Then, the output of embedded module is decoded using
recurrent convolution.

Embedded module is composed of coarse route and
refine route. Coarse route is composed of residual block and
refine route is composed of residual block, DMFB [6] and
contextual attention [2] which the concatenation of these
blocks goes through vanilla convolution. Further details are
elaborated in Appendix B.

The picture above shows the overall flow of my model.
First, feed masked image and the mask into the network to
get coarse output. Then, feed coarse output and the mask
into the network to get final output.

3.1 Recurrent Convolution
The concept of ’recurrent convolution’ comes from Re-

current Neural Network(RNN). Coarse-refine structure is
adopted in my model. One of the problem with this struc-
ture is that network becomes too long since coarse stage
and refine stage are connected in series. From this reason,
generator loss might not reach to the end of a stage. To
handle this problem, I adopted RNN structure. Features that
come from the coarse stage are reused at refine stage.

The picture above shows the design of a recurrent convo-
lution. Initially, buffer is set to zero. Convolution operation
is applied to the inputs (input features and buffer) and their
weights. Then, sum them up and apply instance normaliza-
tion and activation function (ELU function) as followed. Fi-
nally, the output is achieved, and outcome is stored in buffer.
By using this method, coarse and refine networks could be
used simultaneously, while solving the gradient vanishing
problem. This is the reason why recurrent convolution is
proposed.

3.2 Sobel Edge Discriminator
Sobel Edge Discriminator is a discriminator which uses

Sobel edge detection [1]. It uses Sobel edge extractor which
role is to extract edge information of an image. Horizontal
and vertical edge information could be achieved by using
horizontal line detector and vertical line detector. From this
information, the whole edge of an image could be achieved.

It looks similar to Edgeconnect [3] since both models
use edge information. However, there is a difference be-
tween my model and Edgeconnect. Edgeconnect uses edge



3

information in the second stage. It draws the edge first and
puts it into subsequent network to get a complete image.
So, if the edge map is awkward, the completed image will
be awkward as well. However, in my model, the network
learns edge information and output simultaneously.

The picture above shows how Sobel edge discriminator
is applied. After the network produces an image, the result
is fed into the patch discriminator and Sobel edge extractor.
Then, the outputs of two discriminators are concatenated
and determine whether the generated image is real or fake.

3.3 Frequency Separation Loss

I have also added frequency separation loss. High fre-
quency details are less important in the coarse stage, so I
used low pass filter to focus on low frequency information
to catch basic information. In contrast, I used high pass
filter at the refine stage to achieve high frequency details.
In addition, the L1 loss between the ground truth and the
reconstructed image was applied at the refine stage.

4 RESULTS AND ANALYSIS

The network was trained by CelebaHQ dataset for hu-
man face inpainting and Places365 dataset was used for
place inpainting. For the evaluation, Google search face
images were used for face inpainting and Places365 testset
were used for place inpainting. I have compared the result
with ‘Free-form image inpainting with gated convolution’
[4], ‘Edgeconnect: Generative image inpainting with adver-
sarial edge learning’ [3], and ‘Pluralistic image completion’
[5].

Hinge loss is used for discriminator with learning rate of
0.004, which is commonly used in GAN.

The total generator loss can be represented as below. The
learning rate of generator is 0.001.

The generator loss is composed of hinge loss, L1 loss,
perceptual loss and style loss. These losses make the net-
work robust to variations. The details of these losses are
shown as below.

For the optimizer, I used Adam optimizer with a learning
rate scheduler of beta1 and beta2 as 0.5 and 0.9. For the
learning, I have iterated 200,000 times and set the learning
rate decay as 0.75 after 100,000 iterations.

4.1 Quantitative Result
For the evaluation metrics, L1 error, L2 error, perceptual

loss, PSNR, and SSIM were used. In addition, the masks
were divided into 3 parts by mask rates from 10∼20%,
20∼30%, and 30∼40%.

4.1.1 CelebaHQ dataset

My model performs best at 30∼40% mask rate. My
model shows the best performance for all categories except
for the perceptual loss. And for the 10∼20% and 20∼30%
rates, my model shows best performance at L2 error and
PSNR.
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4.1.2 Places 365 dataset

For Places365 dataset, my model outperforms other
models in all categories.

4.2 Qualitative Result
Each result is aligned with the order of ground truth –

masked image - Gatedconv – Edgeconnect – Pluralistic –
mine.

4.2.1 CelebaHQ dataset

4.2.2 Places 365 dataset

5 CONCLUSION

As shown in the 4. Result and Analysis, my model
generates better than other methods. These performances
can be attributed to my proposed ideas. First, I proposed
recurrent convolution. By using recurrent convolution, net-
work size could be reduced, so the network became robust
to gradient vanishing problem. Next, I proposed Sobel
edge discriminator. By using Sobel edge discriminator, the
network could simultaneously learn edge information and
image generation. Lastly, I added frequency separation loss.
This method made the coarse network to focus on low
frequency components and the refine network to focus on
high frequency components.
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Even though the model shows good performance, there
is still a problem to be solved. For example, as shown in the
picture above, there are some cases which coarse outputs
were better than refine outputs. From this result, we can
conclude that there might be a problem with refine network.
For the future study, refine network could be modified to
solve this issue.

APPENDIX A
CODE

You can find the code in https://github.com/jwbaik96/
Image-inpainting.git

APPENDIX B
B.1 Horizontal and vertical filters

B.2 Sobel edge extractor

B.3 Patch discriminator

B.4 Sobel edge discriminator

https://github.com/jwbaik96/Image-inpainting.git
https://github.com/jwbaik96/Image-inpainting.git
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B.5 Low pass filter / High pass filter

B.6 Generator
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