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• Long scan time is one of the drawbacks of MRI

• Compressed sensing (CS) is widely used to reduce scan time

• Fewer data points are sampled in k-space (i.e., 

Fourier domain) which leads to artifacts in image

• Random undersampling pattern leads to incoherent artifacts

that are difficult to be resolved

Dataset
Cardiac MR image dataset:
• Short-axis cardiac MR images

• Contains 3300 images in training set, 300 in validation set

MRNet dataset:
• Knee MR images in coronal view

• Contains 1478 images in training set, 145 in validation set

Brain tumor dataset:
• Brain MR images in axial view

• Contains 94 images in training set, 12 in validation set

• Conjugate Gradient - SENSE uses additional 

spatial encoding information from multi-coil array 

and conjugate gradient algorithm to iteratively to solve for the 

artifact reduced image [1] --> Accurate coil sensitivity maps

• SPIRiT recovers missing data points in k-space using 

their correlation with neighboring data. The weighting kernels 

are iteratively estimated and applied until stop criteria is met 

[2] --> Calibration data needed for kernel estimation

• l1 norm of sparse transform of an image can be used with a 

data consistency constraint [3].

• CNN based methods are mainly concluded as two paradigms 

: 1) unrolling methods, e.g., ADMM-Net [4] and 2) end-to-end 

learning methods, e.g., MICCAN [5].

• All methods can effectively reduce 

artifacts and improve PSNR

• CRNN produces results with 

highest PSNRs

• Among three priors, l1 wavelet 

produces the best PSNRs but 

worse effects on removing artifacts

• TVi and TVa shows comparable 

PSNRs and artifact reduction, but 

results in contrast change

Network Structure

• Reconstructed output is described as

• Several recurrent blocks are used to simulate the iterative process

of reconstruction.

• Iteration Blocks inside CRNN Block are combined with

concatenation to obtain useful feature from previous steps.

• Residual connection could prevent the degradation problem.

• Data consistency layer is applied to enforce data fidelity.

• Alternating Direction Methods of Multiplier

(ADMM) [6] to solve the constrained 

optimization problem:

• Three priors: l1 wavelet [3], Anisotropic and 

isotropic Total Variation (TV) [7]

ADMM updated equations:

• Images are retrospectively 

undersampled in k-space with 

sampling rates 60% and 40%
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Convolutional Recurrent Neural Network (CRNN) [8]

x: undersampled image

m: corresponding mask

theta: network parameters

CRNN Block Structure


