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1 Motivation

Hyperspectral imaging is a type of imaging aimed at capturing both the spectral and spatial content of a scene. Instead of a 3-channel RGB image, the output is a 3D image volume with two spatial dimensions and a third spectral dimension along which the wavelength varies, making hyperspectral imaging useful for a variety of purposes in astronomy, surveillance, and microscopy.

Due to redundancy in the information content of different frequencies, it is possible to capture hyperspectral images in a compressive fashion, in which each pixel of the sensor captures light from many different frequencies, and compressive sensing is used to fill in the gaps. Clever architectures such as CASSI (Coded Aperture Snapshot Spectral Imager) allow this multiplexing to happen in a single shot, eliminating the need to scan slowly over the spatial or spectral domains.

Convolutional neural networks have been applied to great success at various imaging-related tasks including denoising and inpainting [6]. In particular, convolutional autoencoders are a type of deep neural network which learns latent representations of images in an unsupervised fashion by simultaneously training an encoder $E()$ and a decoder $D()$ such that $i = D(E(i))$, and such that $\alpha = E(i)$ is a relatively compact representation. The $\alpha$ vector is the latent representation of the image $i$.

2 Related Work

Compressive sensing techniques previously applied to the hyperspectral image problem include Approximate Message Passing (AMP-3D-Wiener, a variant of a technique from graphical models) [5], Two-step iterative shrinkage/thresholding (TwIST) [1], and Gradient Projection for Sparse Reconstruction (a faster method for solving the basis pursuit problem) [4].

3 Project Overview

This project aims to replicate and extend the results from Choi et. al. 2017 [3]. In most compressive sensing setups, the main step is to identify a transform $\Phi$ such that the image $i = Ax = A \Phi s$ is sparse in the s-domain. The main idea in this paper is to train a convolutional autoencoder from existing hyperspectral image data to learn (nonlinear) Encoding and Decoding functions $E()$ and $D()$, such that $\alpha = E(x)$ is compact (but not necessarily sparse). Once such functions have been learned, the reconstruction of a new image is performed by solving the following convex optimization problem. Given input data (e.g. captured using CASSI) $i$, we seek the latent vector $\alpha^*$ that is the solution of:

$$\min_{\alpha} \|i - \Phi D(\alpha)\|_2^2 + \tau_1 \|\alpha - E(D(\alpha))\|_2^2 + \tau_2 \|\nabla_{xy} D(\alpha)\|_1$$

This objective can be summarized as the sum of:

1. A data fidelity term,
2. A prior on the quality of the learned autoencoder, and
3. A (spatial) TV prior on the reconstructed 3D block $D(\alpha)$.

In the paper, the authors solve this problem with ADMM - we will likely do the same.
3.1 Notes on Data and Implementation

We will use the Harvard \cite{harvard} and Columbia \cite{columbia} hyperspectral image datasets, in addition to Choi et al.’s new dataset, to train our autoencoder. For the autoencoder, itself, we will reconstruct the model using PyTorch (the authors provide a TensorFlow model). Fortunately, the Choi paper is relatively thorough in its description of its architecture and hyperparameters used to tune the model. We also have access to suitable compute (a 1080 Ti GPU) to train the model in a reasonable amount of time.

4 Milestones

The timeline for this project is roughly as follows:

- End of Week 6 - Obtain dataset, begin training the autoencoder.
- End of Week 7 - Finish training the autoencoder and begin the ADMM implementation.
- End of Week 8 - Finish the Choi et. al. reproduction, think about possible extensions.
- End of Week 9 - Try one or two extensions, begin the writeup and poster.
- End of Week 10 - Poster presentation.
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