
EE276 Information Theory Lecture 3 - 01/16/2024

Lecture 3: Asymptotic Equipartition Property
Lecturer: Tsachy Weissman

In this lecture, we discuss the asymptotic equipartition property (AEP) regarding the sequences output
by a stochastic source. We’ll find that virtually all sequences generated by the source are confined to an
exponentially small subset of the set of all possible source sequences, which we use to define a near-lossless
fixed length compression scheme.

1 Asymptotic Equipartition Property

1.1 Notation

We briefly describing some of the relevant terms and notations used in this section

1. Memoryless source: U1, U2, . . . iid ∼ U . Note that “memoryless” is used here because samples are
drawn iid and have no dependence on past realizations.

2. Alphabet: U = {1, 2, . . . , r} specifies the possible values that each symbol Ui can take on. The size
of U is denoted |U|.

3. Source sequence: Un = (U1, . . . , Un) denotes the n-tuple that specifies a sequence of n source
symbols. Further note that Un indicates the set of all possible source sequences of length n.

4. Probability: The probability assigned to a source sequence Un is given by P (Un) =
∏n
i=1 PU (Ui).

Since we implicitly evaluate the probabilities over the alphabet U , we may also write

P (Un) =

n∏
i=1

P (Ui).

1.2 The ε-typical set

Definition 1. For some ε > 0, the source sequence Un is ε-typical if,∣∣∣∣− 1

n
logP (Un)−H(U)

∣∣∣∣ ≤ ε.
Let A

(n)
ε denote the “ε-typical set”, that is the set of all source sequences Un that are ε-typical. Further-

more, note the following equivalent way of defining ε-typicality:∣∣∣∣− 1

n
logP (Un)−H(U)

∣∣∣∣ ≤ ε⇐⇒ H(u)− ε ≤ − 1

n
logP (Un) ≤ H(U) + ε (1)

⇐⇒ −n(H(u) + ε) ≤ log(P (Un)) ≤ −n(H(u)− ε) (2)

⇐⇒ 2−n(H(u)+ε) ≤ P (Un) ≤ 2−n(H(u)−ε). (3)

Theorem 2. ∀ε > 0, P (Un ∈ A(n)
ε )

n→∞−−−−→ 1.
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Proof Observe the following reformulation

P (Un ∈ A(n)
ε ) = P

(∣∣∣∣− 1

n
logP (Un)−H(U)

∣∣∣∣ ≤ ε) (4)

= P

(∣∣∣∣∣− 1

n
log

[
n∏
i=1

P (Ui)

]
−H(U)

∣∣∣∣∣ ≤ ε
)

(5)

= P

(∣∣∣∣∣ 1n
n∑
i=1

log
1

P (Ui)
−H(U)

∣∣∣∣∣ ≤ ε
)
, (6)

Noting that:

H(U) , E
(

log 1
P (U)

)
, and log 1

P (Ui)
are iid, since Ui are iid.

Then by the weak law of large numbers (LLN),

P (Un ∈ A(n)
ε ) = P

(∣∣∣∣∣ 1n
n∑
i=1

log
1

P (Ui)
−H(U)

∣∣∣∣∣ ≤ ε
)

n→∞−−−−→ 1.

Note: Since P (Un ∈ A(n)
ε ) ≈ 1 and A

(n)
ε is comprised of sequences each with probability roughly 2−nH(U)

of being observed, then
∣∣A(n)

ε

∣∣ ≈ 2nH(U). We’ll provide more rigorous bounds on
∣∣A(n)

ε

∣∣ in the following
theorem.

Theorem 3. ∀ε > 0 and n sufficiently large, (1− ε) · 2n(H(U)−ε) ≤
∣∣A(n)

ε

∣∣ ≤ 2n(H(u)+ε).

Proof

Upper bound:

1 ≥ P (Un ∈ A(n)
ε )

≥
∑

un∈A(n)
ε

2−n(H(U)+ε)

= 2−n(H(U)+ε) ·
∣∣A(n)

ε

∣∣
⇒
∣∣A(n)

ε

∣∣ ≤ 2n(H(U)+ε)

Lower bound:

1− ε ≤ P (Un ∈ A(n)
ε )

≤
∑

un∈A(n)
ε

2−n(H(U)−ε)

= 2−n(H(U)−ε) ·
∣∣A(n)

ε

∣∣
⇒
∣∣A(n)

ε

∣∣ ≥ (1− ε) · 2n(H(U)−ε).

The starting equation in the lower bound proof is a consequence of Theorem 2. Since

P (Un ∈ A(n)
ε )

n→∞−−−−→ 1, we can choose a sufficiently large n such that P (Un ∈ A(n)
ε ) ≥ 1− ε ∀ε > 0.

1.3 Some perspective

The space of all possible source sequences Un has exponential size |Un| = rn, and the ε-typical set A
(n)
ε

comprises a tiny fraction of Un with size |A(n)
ε | ≈ 2nH(U). In fact, A

(n)
ε is an exponentially smaller than Un,

as indicated by the ratio of their sizes, except when U is uniformly distributed.∣∣A(n)
ε

∣∣
|Un|

≈ 2nH(U)

rn
=

2nH(U)

2n log r
= 2−n(log r−H(U)).

Despite the small size of A
(n)
ε , the probabilistic mass in Un is almost entirely concentrated in A

(n)
ε . The

forthcoming theorem illustrates the point that any subset of Un that’s smaller than A
(n)
ε fails to capture

almost all of its probabilistic mass.
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Figure 1: ε-typical set: almost all the probability mass is concentrated in an exponentially small set

Theorem 4. Fix δ > 0 and B(n) ⊆ Un such that
∣∣B(n)

∣∣ ≤ 2n(H(U)−δ). Then

lim
n→∞

P (Un ∈ B(n)) = 0.

Proof

P (Un ∈ B(n)) = P (Un ∈ B(n) ∩A(n)
ε ) + P (Un ∈ B(n) ∩ (A(n)

ε )c) (7)

≤ P (Un ∈ B(n) ∩A(n)
ε ) + P (Un /∈ A(n)

ε ) (8)

=
∑

un∈B(n)∩A(n)
ε

P (un) + P (Un /∈ A(n)
ε ) (9)

≤
∑

un∈B(n)∩A(n)
ε

2−n(H(U)−ε) + P (Un /∈ A(n)
ε ) (10)

=
∣∣B(n) ∩A(n)

ε

∣∣ · 2−n(H(U)−ε) + P (Un /∈ A(n)
ε ) (11)

≤
∣∣B(n)

∣∣ · 2−n(H(U)−ε) + P (Un /∈ A(n)
ε ) (12)

≤ 2n(H(U)−δ) · 2−n(H(U)−ε) + P (Un /∈ A(n)
ε ) (13)

= 2−n(δ−ε)︸ ︷︷ ︸
→0 as n→∞

+P (Un /∈ A(n)
ε )︸ ︷︷ ︸

→0 as n→∞

(14)

From the theorems proven above, we understand A
(n)
ε as a subset of Un that most efficiently contains

virtually all of the source sequences that can be drawn from Un. The following section confirms the intuition
that, when developing a scheme which encodes sequences from Un, we should focus our efforts towards the

sequences that lie in A
(n)
ε .
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