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Abstract

Recent advancements in commercially available virtual
and extended reality devices, such as Apple’s Vision Pro and
Meta’s Quest line of headsets, have led to the emergence of
more applications designed to augment sensory data avail-
able to users and mitigate the effects of certain disabilities.
Specifically, visual cues through overlays in the passthrough
mode of these headsets can be used to supplement hear-
ing for those who are hard of hearing or unable to localize
sound sources. In this work, we explore the development of
a user interface (UI) to serve this purpose of helping users
localize sound, while being minimally obstructive and intu-
itive to new users.

1. Introduction

Virtual reality (VR) has rapidly evolved from isolated,
fully synthetic environments to hybrid experiences that
blend real and virtual content. Modern head-mounted dis-
plays (HMDs) now incorporate high-fidelity controllers,
room-scale tracking, and increasingly sophisticated op-
tics—all designed to immerse users in computer-generated
worlds. Concurrently, extended reality (XR) systems are
expanding into augmented reality (AR) and mixed reality
(MR) modalities, where computer-rendered imagery coex-
ists with or augments the user’s physical surroundings. This
spectrum—from fully immersive VR to precisely overlaid
AR—enables new applications in gaming, training, design,
and accessibility.

One of the most significant advancements in this space is
the introduction of passthrough camera access on consumer
headsets. Instead of relying on tethered sensors or sim-
ple video overlays, passthrough functionality streams real-
time, stereoscopic camera feeds directly inside the HMD.
Users can see their actual environment—hands, furniture,
walls—while the system overlays virtual content or visual
effects. Until 2025, passthrough was largely restricted to
enterprise-grade MR headsets (e.g., HoloLens), but Meta
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has recently opened up native passthrough APIs for the
Quest 3 and Quest 3S [4]. This democratizes mixed-reality
development on a relatively affordable, mass-market de-
vice, allowing researchers and indie developers to explore
new ways of blending virtual and real-world stimuli.

1.1. Cartoon Filter to Overlay Information

Despite these capabilities, most consumer-level AR/VR
applications focus on 2D video filters—such as “beautify,”
“cartoonify,” or color-grading effects—applied to smart-
phone or tablet camera streams. In contrast, there is a
clear gap in applying real-time, non-photorealistic styliza-
tions to a 3D passthrough feed. Prior research in styl-
ized augmented reality has demonstrated that painterly or
cartoon-like rendering can enhance immersion while reduc-
ing computational cost compared to full-resolution, photo-
realistic rendering. For example, earlier work on stylized
AR showed that converting the user’s view into a “paint-
ing”—style overlay can deliver higher perceived immersion
than a low-resolution realistic render, all while saving GPU
cycles. In other words, a well-chosen non-photorealistic
style—particularly cartoonization—often serves as the
“second best” to photorealism: it preserves visual engage-
ment without demanding the same rendering budget.

1.2. Targeted Use-Case

Building on this insight, our project explores how a lo-
calized cartoon filter can serve an accessibility use case for
users who are deaf or hard of hearing. XR headsets in-
clude multiple cameras, microphones, and speakers capa-
ble of 3D spatial audio. For those who cannot rely solely
on auditory cues, visual indicators in AR/VR can effec-
tively compensate. Traditional cues—such as static ar-
rows or colored overlays—often clutter the visual field or
demand excessive attentional resources. We hypothesize
that a non-photorealistic, cartoon-style overlay—rendered
narrowly around a detected sound source—can intuitively
guide attention without obstructing most of the user’s view.

For individuals who are deaf or hard of hear-



ing—including those with single-sided deafness—Ilocating
the origin of everyday sounds can be challenging or impos-
sible. A ringing phone tucked behind a couch, a low-battery
chirp from a smoke alarm down the hallway, or someone
calling your name from another room: these are scenarios
that present safety and convenience concerns. By leverag-
ing pass-through, we can display a localized cartoon overlay
precisely at the real-world position of that sound. Instead
of relying on static HUD elements, the filter dynamically
accentuates the region where the audio is strongest. In do-
ing so, the headset effectively “points” the user toward the
sound source without blocking their peripheral vision or re-
quiring manual head sweeping.

To validate this hypothesis, our work is divided into
two complementary evaluations: Pure VR and Real-world
Passthrough.

1.3. Pure VR Evaluation

We construct a virtual environment in the Unity game en-
gine consisting of a three-room house populated with realis-
tic props, multiple sound-emitting objects, and acoustically
realistic reflections. Within this simulated setting, we im-
plement our cartoon shader—combining Sobel-based edge
detection, color quantization, Gaussian blur, and gamma
correction—around the direction of a target sound. Partic-
ipants must locate a specified sound under different visual-
cue conditions (cartoon overlay, simple crosshair, semi-
transparent region). We record task completion times and
collect qualitative feedback on how distracting each cue is
when attention is divided. We also create some reference
UI designs such as a semi-transparent coloring and a small
crosshair to compare our method against as a baseline.

1.4. Real-World Passthrough Evaluation

Using a Quest 3 headset with live passthrough camera
feed, we port the same cartoon filter into the actual mixed-
reality pipeline. Users perform everyday tasks—such as
picking up objects or walking around—while the cartoon
overlay indicates a real-world sound source. We evaluate
perceived obstruction, visual quality, and latency through
subjective questionnaires and task-performance measures.

All filter effects (cartoon shader, crosshair, and semi-
transparent overlays) are implemented at the shader level in
high-level shader language (HLSL) and driven by C# scripts
in Unity. By comparing performance and user experience
across both fully virtual and live passthrough contexts, we
aim to demonstrate that localized, stylized rendering can
effectively guide attention toward spatial audio cues while
minimizing visual interference. This work not only lever-
ages recent passthrough capabilities on consumer headsets
but also lays the groundwork for more intuitive, noninvasive
accessibility tools in next-generation XR experiences.

2. Related Works
2.1. UI and Filters in Passthrough

Prior research has explored non-photorealistic render-
ing (NPR) techniques in AR/VR to blend virtual content
with the real world. For example, Steptoe et al. (ISMAR
2014) applied an edge-detection “cartoon” filter to video
see-through AR, finding that stylization increased visual co-
herence — users had difficulty distinguishing real objects
from virtual ones, indicating a more unified and immer-
sive scene. Such stylized AR can also improve task perfor-
mance by reducing visual distractions. Koshi et al. (IEEE
VR 2019) demonstrated an “augmented concentration” ap-
proach in which video see-through AR with lowered de-
tail (visual noise reduction) helped users solve math prob-
lems faster by filtering out background clutter [2]. These
works suggest that applying a painterly or sketch-like filter
to passthrough MR can enhance immersion and even user
focus, which aligns with our goal of using a cartoon-style
filter to integrate guidance cues smoothly into the real world
view.

2.2. Visual Cues to Localize Sound

XR Accessibility for Deaf/Hard-of-Hearing Users:
There is a growing body of HCI research on conveying au-
dio information visually in XR to assist users with hearing
impairments. In the VR domain, Li et al. (ASSETS 2022)
introduced SoundVizVR, a system that visualizes spatial
audio cues in immersive VR [3]. SoundVizVR combines
on-object visual indicators (e.g. an icon or vibration effect
on the sound-emitting virtual object) with heads-up mini-
maps to indicate each sound’s location, loudness, and dura-
tion. In user studies with Deaf and hard-of-hearing (DHH)
participants, the authors found that a full-field mini-map
plus on-object indicator was most effective, enabling DHH
users to quickly locate sound sources in a virtual scene.
These VR-based solutions illustrate how visual augmenta-
tion of audio events can convey crucial spatial cues to users
who cannot hear them, a strategy our project extends into a
passthrough AR context.

Passthrough AR and Spatial Audio for Accessibility:
Recent work has started translating these ideas to aug-
mented reality using passthrough devices and smart glasses.
Asakura (Sensors 2023) developed an AR system for ev-
eryday sound awareness, aimed at DHH users in home en-
vironments [1]. The system uses a wearable passthrough
AR display to detect and classify household sounds (e.g.
doorbells, alarms) and then presents visual icons for each
sound alongside a real-time animated spectrogram. In a
field evaluation, Asakura found that combining machine-
learned sound type icons with a dynamic audio spectrogram
significantly improved DHH users’ comfort and situational
awareness in their daily lives [1]. This demonstrates the
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Figure 1: All evaluated visualizations indicating a tracked
object on a kitchen counter. (b) serves as a baseline that is
feasible without XR entirely.

feasibility and benefit of overlaying visual sound cues onto
one’s real-world view.

Our project builds on these insights by using a Meta
Quest 3 passthrough MR headset with a stylized (cartoon)
filter to provide spatial audio guidance. In essence, we in-
tegrate the visual clarity and coherence afforded by stylized
rendering with proven audio-visual cue techniques from
prior accessibility research. By doing so, we aim to create
an MR experience where important sounds (e.g. a speaking
person or an alert) are highlighted visually in the cartoon-
filtered scene, allowing DHH users to perceive and localize
audio events that would otherwise be missed — a direct ex-
tension of the motivations and findings of the related work
above.

3. Methodologies

The process of our work can be broadly divided into the
categories of filter/UI design, sound and environment setup,

shader implementation, and evaluation. In filter/UI design,
we iterate to develop a stylized cartoon filter, working on
a reference image first and then making adjustments and
parameterizations to adapt it to virtual reality. Since we
did not have access to an ambisonic microphone for pre-
cise sound localization, we split our project evaluation into
two environments - a virtual environment to simulate how
the UI would respond to sounds in a semi-realistic environ-
ment, and a stereo passthrough environment implementing
the cartoon filter to evaluate the effect on realworld environ-
ments. Next, we discuss the process of creating a room and
modeling sounds for the VR world. Lastly, we discuss the
methodology of implementing our filters in Unity with the
Meta XR plugin, as well as the setup leading to our evalua-
tions.

3.1. Filter Designs

3.1.1 Cartoon Filter Implementation

The first step of generating our stylized cartoon filter was
prototyping on a single image. We selected a relatively
bright image and wrote a unlit 2-D textured shader in HLSL,
applying it to a cube with the material set to our input im-
age for our first iteration. In this rudimentary implemen-
tation, we had only color quantization and Sobel filtering
with parameterized edge thresholding and color levels. The
purpose of color quantization was to flatten the colors of the
image to a smaller amount of colors and effectively smooth
out textures, while the purpose of Sobel filtering was to en-
hance the visibility of "major” edges in the image. In or-
der to target an output that was both clearly stylized and
still preserved detail for maximum immersion, we sought a
graphic novel style appearance.

After our initial prototype, we noticed in large patches of
the image with a gradient color, like the sky, color quanti-
zation added a noisy effect to the output image where some
pixels were slightly different hue than the surrounding ones.
In order to mitigate this, we added a gaussian blur kernel
before the color quantization step.

When porting our proof-of-concept implementation into
a full-screen shader for passthrough and virtual evaluation,
we needed to implement a few more changes. First, since
our prototype shader was developed for a bright image, we
did not compensate for the appearance in a dimmer envi-
ronment like passthrough in a bedroom - we were able to
add exposure and gamma adjustment to mitigate this. Sec-
ond, we added parameters to localize our filter to a region
instead of the entire screen. Our post-process rendering
shader would take in the world-space coordinates of the
sound source, size, and intensity (weighted blend between
cartoon filter and original image) as parameters from our
Unity environment. In order to compare our implementa-
tion with others in a user evaluation, we created a baseline



visualization of using a phone to find sound, as well as three
other passthrough Uls.

3.1.2 Reference Uls

To evaluate our cartoon filter independently, several refer-
ence Uls were designed to compare to for our user study in
the VR evaluation. As displayed in Fig 1, there were six
total options:

* No Visualization: Users rely on their hearing to locate
the object.

e Physical Phone Compass: A phone held in hand that
points directly to the object’s location. This serves as a
non-XR reference.

e Circle: An XR-based red circle around the location of
the object in the user’s view.

* Highlight: An XR-based red highlight around the loca-
tion of the object in the user’s view.

e Crosshair: An XR-based red crosshair that is centered
on the object in the user’s view.

e Cartoon: An XR-based cartoon filter centered on the
object in the user’s view.

Since the phone is able to point to sound objects off
screen as well, each of our passthrough filters had an off-
screen indicator - if a sound is off screen, there will be a
demarcation towards the edge of a screen in the nearest di-
rection to the sound.

3.2. Shader Implementation

In VR, each eye’s view-projection matrix is used
to transform a 3D world-space point (passed in as
the _RegionCenter uniform) into normalized device
coordinates (NDC) that range from O to 1 in UV
space. At the start of the fragment shader, a built-in
macro ensures that the combined view-projection matrix
corresponds to the correct eye. The shader then calls a func-
tion—ComputeNormalizedDeviceCoordinatesWithZ—with
_RegionCenter.xyz and the per-eye view-projection matrix.
This function performs a complete world—clip—NDC
conversion (including the perspective divide by w). Unity
automatically remaps the usual NDC range (-1 to +1) into
UV coordinates between 0 and 1, so the X and Y outputs
become direct screen-space UV coordinates inside that
eye’s render texture, and the Z output indicates whether the
point is in front of (positive) or behind (negative) the cam-
era. Because this projection happens inside a full-screen
post-process pass that samples from the already-rendered
scene texture, no new 3D geometry is drawn; instead, the

(a) Before blur, exposure, and (b) Final cartoon filter with par-

gamma adjustments tial coverage

Figure 2: Cartoon filter implementation steps

shader simply knows where that world-space point would
have appeared on the final color buffer.

After computing those UV coordinates, the shader
checks whether the projected point is off-screen—either be-
cause its depth is negative (behind the camera) or because
its UV coordinates lie outside the [0, 1] range in X or Y. If
the point is on-screen, the shader uses those UV coordinates
directly as the center of a circular mask, with a radius set by
the _RegionRadius parameter. If the point is off-screen, the
shader computes the direction from the center of the screen
(0.5, 0.5) toward the extrapolated UV point and places a
larger “indicator” circle at a fixed distance in that direction,
ensuring part of the circle overlaps the edge of the viewport.
In both cases, any pixel whose UV coordinate is outside the
defined circle simply samples the original scene color and
returns it unchanged, preserving the unaltered view outside
that mask.

Inside the circular region, the shader applies a multi-step
“toon” pipeline. First, it performs a 3 x 3 bilateral blur to
smooth each pixel’s color while preserving sharp color tran-
sitions. To do this, it samples nine neighboring texels (off-
set by one texel in each direction) and weights each sample
by an exponential function of the squared color difference
to the original pixel; this ensures pixels with similar col-
ors contribute most heavily. The weighted average yields a
blurred color. Next, the shader multiplies that blurred color
by an exposure factor and then applies an inverse gamma
correction, brightening the result and adjusting for percep-
tual luminance. After that, it computes the pixel’s lumi-
nance, clamps it to a minimum threshold, and quantizes it
into a fixed number of discrete bands (determined by the
_Levels parameter). By scaling the entire color so its lu-
minance matches one of those quantized values and then
snapping each channel to the same discrete step, the output
within the circle gains flat, cel-shaded regions.

Meanwhile, in parallel, the shader samples eight neigh-
boring texels’ luminance from the unblurred scene and ap-
plies a Sobel filter to compute each pixel’s gradient mag-
nitude. If that gradient exceeds an edge-threshold param-



eter, the shader forces the pixel to black; otherwise, it
keeps the quantized color. Finally, it blends between the
original (blurred) color and this “toon” color according to
a _FilterIntensity parameter, so that each pixel inside the
circle transitions smoothly from the unmodified scene to
the fully stylized result. The final output is a crisp car-
toon effect—complete with flat shading and bold black out-
lines—around the projected object (or its off-screen indica-
tor), while the rest of the VR scene remains exactly as it
was.

3.3. Virtual Environment

3.3.1 Virtual Home Design

To provide a realistic environment for evaluation, a few
hundred free assets from the Unity Asset Store were hand
placed into a virtual home. Props that would reasonably be
grabbable in a real environment were assigned physics col-
liders and allowed for user interaction through grabbing and
throwing. While the visual fidelity of the environment was
fairly low due to limited XR performance requirements, the
diversity of items in the environment was high, delivering a
reasonable amount of immersion.

3.3.2 Acoustic Simulation

For a audio-based study, realistic simulation of room and
sound source acoustics is essential to ensure the baseline
is valid. For this, we utilized Meta’s XR Audio SDK for
Unity package, which provides mesh-based ray tracing for
audio reverb and reflections, material acoustic modeling,
and head-related transfer function (HRTF) support. With
this package, the majority of the work is already complete
to enable extremely realistic audio simulation, however we
needed to individually mark every item in the world with
proper acoustic properties and tune the overall system be-
fore its performance was satisfactory.

One of the goals for this project was to properly visualize
ray-traced audio reflections, as these would be present with
an ambisonic microphone in the real world. While the Meta
Audio SDK performs reflection ray tracing and related cal-
culations, there is no exposed API to access the internal val-
ues. Therefore, we designed a separate ray-tracing system
to visualize sound when reflected off walls and doors for
a sound source in another room. This ray-casting method
worked, however due to inefficiencies in Unity’s scripting
system, the performance was too poor for reasonable use in
our user study. Because these issues would not be present
with a real world ambisonic microphone source, we decided
against continuing development.
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Figure 3: Boxplot showing performance of each visualiza-
tion when the user is deafened as percentage change in dis-
covery time. Negative percentage means faster discovery
time, which is better.

4. Evaluation & Results

To evaluate the performance and feasibility of our fil-
ter design, we ran a user study among 8 student partici-
pants, acquiring quantitative data from the VR simulation
(160 individual time trials), and acquiring qualitative ex-
perience data by providing the participants with a question-
naire after the VR simulation. While other referenced works
in this space compare a specific technology (wearable vs
VR) in this task, we choose to do a comparison to a vir-
tual phone as the baseline but also include a comparison
of different passthrough filters themselves to see the impact
of the UL Our work also differs in that we produce two dis-
tinct evaluations: pure virtual reality, and a proof of concept
passthrough, in order to address our constraint of not having
an ambisonic microphone.

4.1. Quantitative Evaluation

To quantitatively determine the performance of each vi-
sualization method, we created a game within the VR simu-
lation that randomly chooses an object in the world to emit
a sound. The player is then instructed to find the object and
grab it as fast as possible. With this in mind, the visual-
ization method that yields the fastest grab times for each
object can be considered the most effective. The users per-
form the same actions with full hearing, with no hearing +
phone compass, and with no hearing + random AR visual-
izations. Using full hearing alone is considered a baseline.
With the results in figure 3, we can extract the following:

The performance of each of the AR visualizations is
about the same. This is somewhat expected, as the visual
differences between each do not strongly change how easily
the user can find the object. The main difference between
the AR visualizations is expected to be intuitiveness and ob-
structiveness, both of which are discussed in the qualitative
evaluation.

Using the phone compass alone can be much slower
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Figure 4: Qualitative user results on obstructiveness of each
visualization

than the AR visualizations. This is suspected to mainly be
due to the 2D arrow on the phone’s display versus a direct
object annotation. Given that full hearing is 3D, it makes
sense this is slower than normal hearing as well.

The performance of each of the AR visualizations
meets or exceeds that of hearing alone. This is fairly sur-
prising, as it implies that AR sound visualizations would
augment even users that are not DHH. However, visualiza-
tions do give a pinpoint location rather than the relatively
vague nature of hearing, so this makes sense.

The crosshair visualization performed best, while the
cartoon filter performed worst. We speculate that this
could be due to the higher precision of the crosshair fil-
ter, while the cartoon filter is less noticeable at first glance.
However, the cartoon filter still performs on par with normal
hearing performance.

4.2. Qualitative Evaluation

Our qualitative evaluation includes feedback from 8 vol-
unteers to answer questions about the immersiveness, in-
tuitiveness, obstructiveness, and overall favorability of the
different options presented.

4.2.1 Intuitiveness in Localizing Sound

87.5% of users found passthrough to be more intuitive than
using the phone to find a sound source, and found it better
than just sound alone. For preference (intuition-wise) the
aggregate overall ranking was Highlight >Toon >Crosshair
>Circle >Phone. However, individual preferences seemed
to vary - some preferring the Toon filter and crosshair due
to not drawing too much attention on-screen, while some
preferred the other Uls like the highlight since they bet-
ter drew attention. Interestingly, participants mentioned
for tests with no sound, simulating deafness, they preferred
more visible and obvious demarcations, while for cases like
mono hearing or smaller losses they preferred Uls that were
more subtle.

4.2.2 Obstructiveness to the Rest of the FOV

Users were asked to rate the visualizations if they were fo-
cusing on something else while the effect is displayed. Fig-
ure 4 displays a bar chart visualizing the data from their
survey. Note: For the phone it is stipulated you need to get
it out every time you want to find a sound source.

Common User Comments: “For less hearing, I want
more obstructive and visual indicators, but for closer to full
hearing, something more subtle is better, since I won’t al-
ways be using the visual information for what I'm doing.”

From the perspective of designing a UI that is less ob-
structive and keeps immersion rather than becoming a dis-
traction, it seems our cartoon filter was quite successful.
While it was not the favorite in terms of intuitiveness in
finding an object to compensate for severe hearing loss,
users found the filter much less distracting when focusing
on other tasks.

4.2.3 Quality of the Filter in Passthrough

Most users (63.5%) reported that they could still scroll,
read, or perform other detail-oriented tasks while the toon
filter was active, whereas 37.5% said they could not; of
those who said “no,” two-thirds (66%) attributed their dif-
ficulty not to the filter itself but to passthrough limitations
(e.g., low resolution). When asked whether the visualiza-
tion—ignoring inherent passthrough issues like resolution
or framerate—was distracting or could be mentally filtered
out over time, 75% of respondents felt they could adapt to
or ignore it.

Despite this relative comfort with the filter, only 37.5%
said they would be comfortable using the system for ex-
tended periods under the current Quest 3 passthrough’s
framerate and latency. Half of the participants noted mo-
tion sickness, vergence—accommodation conflict, or other
VR-related discomfort when using passthrough for longer
than thirty minutes. However, 87.5% of users indicated that
if the same filter were implemented on higher-fidelity, low-
latency AR glasses (rather than the Quest 3), they would
feel far more comfortable using it over time. In other words,
while the toon filter itself does not significantly degrade
users’ ability to perform tasks or adapt visually, the hard-
ware’s passthrough performance remains the primary bar-
rier to prolonged use.

5. Discussion & Conclusion

The claims we were able to prove or demonstrate are as
follows:

Because we did not have access to an ambisonic micro-
phone, we created a virtual environment to perform our user
study. Most users agreed our sound setup and ray tracing
contributed to a realistic environment. In other words, we



successfully overcame our technical challenge not having a
directional microphone. Furthermore, users found our vir-
tual room’s construction and level of detail appropriate for
this evaluation.
The claims we were able to prove or demonstrate are as
follows:
 Passthrough is a more intuitive and helpful way of lo-
calizing sound than existing methods (like a phone or
baseline) - our quantitative times from the time trial and
survey supports this.

* The Toon filter is less obstructive than most of our ref-
erence designs. Notably, whether or not this is a good
thing seems to depend on the user’s preferences

* Our Toon filter works in stereo in passthrough, and al-
lows users to perform their normal tasks. However,
users report some discomfort, which is largely attributed
to the headset, and not the filter.

The claims we learned more about and can now qual-
ify or limit in scope: While the toon filter is broadly con-
sidered less obstructive, we can’t definitively say that it
is more intuitive than other Uls (simply that in point 3
above, all passthrough Uls show better results than refer-
ence/baseline). In fact many users did not like the toon
filter if it was the primary method of guiding the user to
sound. However, if the user had a high degree of hearing
and specifically only used the Toon filter to help localize
the sounds they could hear (mono hearing), the Toon filter
became a favorite. In short, the Toon filter is not more intu-
itive than the others in general because it is more subtle, but
if the system is augmenting good hearing or mono hearing,
it is an intuitive method that works without cluttering up the
screen.

As to limitations of our work, we acknowledge that de-
spite our efforts, a virtual scene to evaluate sound localiza-
tion is not as robust as a in-person real-life study. There are
many factors that could change the quantitative data, such
as familiarity with VR and its controls, difficulties interact-
ing with the virtual world, and imperfect sound modeling.
Qualitatively, the lighting in the room didn’t vary much, the
textures were not photo-real or very high resolution, and we
didn’t add any ambient or extra noise sources which could
skew our participants’ perception of the systems.

In the future, if we wanted to continue this study, it
would best be done with an ambisonic microphone in
passthrough only. By doing so, we can remove all the ambi-
guity in which factors could be influenced by the test envi-
ronment being virtual and also have a better representation
of the responsiveness and appearance of the UI with real life
passthrough.

However, we find our work sufficient to conclude that
passthrough has incredible potential to augment hearing and
address accessibility gaps, and specifically that there is a

place for designing filters like cartoon filters that can reduce
the obstruction and distraction and lead to a more comfort-
able and immersive experience.
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