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State estimation

» dynamic system model:
xt+1:Axt+Bwt, yt:C$t+Ut, t:1,2,...

x4 is state (n-vector)

Y+ is measurement (p-vector)

vy Is measurement noise or measurement residual (p-vector)
wy is input or process noise (m-vector)

we know A, B, C, and measurements y1,...,yr

wy, V¢ are unknown, but assumed small

vV vV.v v v v .Y

state estimation: estimate/guess x1,...,Z1
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Some common variations

» 171 is known
> y; not known for some t's (‘missing measurements’)

» matrices A, B, C are time-varying
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Least squares state estimation

» choose estimates &, w;, Uy by solving linearly constrained least
squares problem

minimize Y7, [|ve]|3 + Allwe13
SUbjeCt to Ti41 :Axt—i—Bwh t= 17,T—].
yt:C,’Et+Ut7 t:L...,T—l

> variables are x1,...,zp, wi,..., W, V1,...,V7
» A > 0 is a parameter, trades off measurement and process errors
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Running example

» we'll use a running example of a vehicle moving in 2-D

>z = (pt, 2t)
— 2-vector p; is the 2-D position
— 2-vector z; is the 2-D velocity

» dynamics
P41 =Dt + 2, 241 = 2t + Wy
so w; is the force on the vehicle, which we generate
ys = Pt + vg; we generate measurement noise v; randomly
T =100

true ,.true

vV v .vvY

(in real applications, of course, you don't know the true state)
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we generate the data, so we know the true values zj™¢, x5™°, ...



Measurements and true positions

> 1y, shown as red crosses

>y

Example
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Least squares state estimation

> blue curve is g = CZy, for A = 0.07
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True and estimated state trajectories

» solid lines show true trajectory (x{™°);
» dashed lines show estimates (Z;);

Components of true trajectory (solid line) vs. estimated (dashed line)
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Varying \

> state trajectory estimates using A = 1,10, 100

lambda=0.001 lambda=0.01
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Varying \

> objective is Ji + Ao, Jy = D, lvel3 o = D2, [lwill3

Tradeoff curve between measurement noise and process noise
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Missing measurements

Missing measurements
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Missing measurements

> suppose we only get measurements y; fort € 7 C {1,...,T — 1}

» we form state estimate by solving problem

N T
minimize >, [[o]|3 + A [[we]|3
subject to %41 = Axy + Bwy, t=1,..., T -1

yy=Cxy+uvy, teT

with variables z1,..., 27, w1,...,wr, and v; for t € T

» a linearly constrained least squares problem

Missing measurements
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Example

» same example, 20% of measurements removed
» blue curve shows Cz;, A =8
> black curve shows estimate using all measurements

Missing points
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Cross validation

» randomly remove 20% (say) of the measurements and use as test
measurements

» for many values of A
— carry out state estimation using other (training) measurements
— evaluate RMS measurement residuals on test set

» choose A to (approximately) minimize the RMS test residuals

Missing measurements
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Example

> training and test RMS errors versus A
» confirms A between 2 and 5 is good choice

test rms error
200 train rms error
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Example

> result shown by A = 4.64
» training y; shown as red crosses, test y; shown as red circles

Cross validation
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