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Problems with contemporary machine learning

● Sample Efficiency

● Scaling Up

● Generalization



Content

1. Hierarchical Planning

2. Analogical Reasoning vs. Brute Force Search

3. Meta-learning / One-shot learning with complex workflows



Hierarchical Planning



Feudal Reinforcement Learning (Dayan & Hinton 1992)



Fuster’s Hierarchy (Fuster, Joaquin 2001)



https://xkcd.com/1838/



Neural Networks, Manifolds, and Topology (Olah 2014)



(Belkin et. al. 2019)



Sample complexity of machine learning algorithms



STRIPS (Fikes & Nilsson 1971) SHAKEY



Smooth, Robust Decomposition (Kirsch et. al. 2018)



(Merel et. al. 2017)



(Merel et. al. 2017)



(Reed & Freitas 2016)



Analogical Reasoning 
v.s.
Brute Force Search



 

Carl Friedrich Gauss

In the 1780s a provincial German schoolmaster gave his class the tedious assignment of summing the first 
100 integers. The teacher's aim was to keep the kids quiet for half an hour, but one young pupil almost 
immediately produced an answer: 1 + 2 + 3 + ... + 98 + 99 + 100 = 5,050. The smart aleck was Carl 
Friedrich Gauss, who would go on to join the short list of candidates for greatest mathematician ever. 
Gauss was not a calculating prodigy who added up all those numbers in his head. He had a deeper insight: 
If you "fold" the series of numbers in the middle and add them in pairs—1 + 100, 2 + 99, 3 + 98, and so 
on—all the pairs sum to 101. There are 50 such pairs, and so the grand total is simply 50×101. The more 
general formula, for a list of consecutive numbers from 1 through n, is n(n + 1)/2.

– Gauss's Day of Reckoning



G Factor (Psychometrics)



Raven’s Progressive Matrices (Santoro et. al. 2018)



Raven’s Progressive Matrices (Santoro et. al. 2018)



(Hill et. al. 2019)



(Roderick et. al. 2021)



Meta-learning / One-shot-learning 
with Complex Workflows.



Children have inductive biases for 
curiosity, homeostasis, and 
imitation among others. The 
environment provides affordances 
for these rewards that the teacher 
can manipulate to teach the child.



(Abramson et. al. 2020)



(Ho, J., & Ermon, S. 2016)



(Lu et. al. 2021)



Thank you
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