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Find a ___

"blue guitar"
"red ball",
"green ladder".....

Find a ___

"red guitar"
"green ball",
"blue ladder" 

Condition A

Condition B

'Compositionality' in static vs temporally correlated training data

Train instructions

Test instructions



Agent condition train

Visual QA condition train

Visual QA condition test

Agent condition test





Training Testing

Put a ___  on a bed

       boat
 bus car

 helicopter
 keyboard

 plane  robot
  rocket  train

 racket  candle

Put a ___ on a bed

mug  
hairdryer

  picture frame
  plate
  potted plant
   roof block
   rubber duck

Lift a ___

   boat
 bus car
 helicopter
 keyboard
 plane    robot
  rocket    train
 racket    candle
  mug    
  hairdryer
  picture frame
  plate
  potted plant
   roof block
   rubber duck



"Same" test of generalization in 3D first-person and 2D top-down

Environmental Drivers of Systematicity and Generalization in a Situated Agent. Hill et al. ICLR 2020

Condition A Condition B



Grid world train
3D train

3D test

Grid world test

Chance performance

Environmental Drivers of Systematicity and Generalization in a Situated Agent. Hill et al. ICLR 2020

The agent's training experience affects 'compositionality'



Grid world +window test

Grid world +window train

Chance performance

Grid world train
3D train

3D test

Grid world test

The agent's perspective affects 'compositionality'



Some things to think about

- Why do some think that neural networks won't generalise in 
ways that humans do?

-
- What are some alternative approaches?

Why are people like me sceptical about these alternatives?



What about 'higher' cognition? 



Learning to make analogies by contrasting abstract relational structure. Hill et al. ICLR 2019

How does a model's training experience affect analogy learning?







Unseen domain transition



Unseen target domain



Some things to think about

What do these experiments suggest about ways to train 
(or 'educate') deep networks?

Could a symbolic model achieve the sort of generalisations 
observed here?



Back to a 3D world! 



Private & ConfidentialLearning to use a word in one shot

Prompt: To do a "farduddle" means to jump up and down really fast. An 
example of a sentence that uses the word farduddle is: 

GPT3: One day when I was playing tag with my little sister, she got really 
excited and she started doing these crazy farduddles. 

Language Models are Few Shot Learners. Brown et al. 2020. arXiv.



Private & ConfidentialThe 'dax' task to probe fast-mapping

Acquiring a Single New Word. Carey & Bartlett (1978).



Private & Confidential



Private & ConfidentialFast-mapping in a neural-network agent?



Private & ConfidentialA simulated dax task

Presentation phase

"This is a dax"

"This is a blicket"

Agent

Instruction phase

Agent

"Pick up a blicket"

Randomize 
positions



Private & ConfidentialA simulated dax task



Private & Confidential

language 
codes visual codes

Agent Core
LSTM

“This is 
a dax”

multimodal code

Actions

Default LSTM-based agent



Private & Confidential

language code visual code

Agent Core
LSTM

“This is 
a dax”

multimodal code

multimodal code

multimodal code

multimodal code

multimodal code

multimodal code

query

multimodal code

Actionsmultimodal code

Actions

External memory (DNC) agent

Hybrid computing using a neural network with dynamic external memory, Graves et al. 2016

Top-k matches



Private & ConfidentialTop-k matches

language 
-specific query

... ...
visual 

'memory'

Agent Core
LSTM

multimodal code

Actions

language codevisual code

“This is 
a dax”

Dual-coding Episodic Memory (this work)



Private & Confidential

language 
-specific query

... ...
visual 

'memory'

Agent Core
LSTM

multimodal code

“This is a dax”

Reconstruction loss

Actions

language codevisual code

“This is 
a dax”

Reconstruction loss (semi-supervised learning)



Private & ConfidentialPerformance on training tasks



Private & ConfidentialGeneralization of object quantity



Private & Confidential

Presentation phase

"This is a dax"

"This is a blicket"

Agent

Instruction phase

Agent

"Pick up a blicket"

Random 
Shuffle

"This is a dax"

"This is a blicket"

Agent

Agent

"Pick up a blicket"

Random 
Shuffle

Training

Evaluating

Generalization to unfamiliar objects

Training object set

Evaluating object set



Private & ConfidentialGeneralization to unfamiliar objects

Number of objects in the 
training object set
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Private & ConfidentialFast 'category' learning

Presentation phase

"This is a dax"

"This is a blicket"

Agent

Instruction phase

Agent

"Pick up a blicket"

Random 
Shuffle

Focused 
intervention



ShapeNet categories can contain diverse exemplars

ShapeNet: An Information-rich 3D Model Repository. Chang et al. (2015). 



Zero-shot category extension



Private & ConfidentialIntegrating fast and slow knowledge

Prompt: To do a "farduddle" means to jump up and down really fast. An 
example of a sentence that uses the word farduddle is: 

GPT3: One day when I was playing tag with my little sister, she got really 
excited and she started doing these crazy farduddles. 

"Slow" lexical knowledge

"Fast" lexical knowledge



Private & ConfidentialIntegrating fast and slow knowledge

"This is a dax"

"This is a blicket"

Agent

Agent

"Put the blicket on the bed"

Random 
Shuffle

'Slow' / 
semantic 
knowledge

'Fast' / 
episodic 
knowledge



Private & Confidential



Private & ConfidentialIntegrating fast and slow learning 



Some things to think about

What is realistic/unrealistic about these simulations when 
considering human learners?

In what way could the agent's ability and memory be further 
improved?

What effect does being surrounded by language have on the 
way we learn, think and remember?



Private & ConfidentialTo conclude / discuss

● We have shown various examples of strong / systematic / compositional / out-of-distribution 
generalization in neural nets

○ An embodied agent that learns compositional generalization of  nouns (objects) and verbs 
(motor-processes) 

○ A model that can be taught to make visual analogies in a general way by exemplifying important 
contrasts in the task domain

○ An agent that can learn to fast-map new words in a highly general and flexible way

● The training 'experience' seems to be a critical factor in the emergence of these capacities
○ Greater ecological realism often implies better generalization
○ Thoughtful curricula or training methods clearly make a difference

● How far we can get using this 'developmental approach' to AI is unknown. Few people attempt it



Thank you


