














1 Final Report 100 / 100

   + 0 pts Correct

   + 12 pts Clear description of the problem, and having it be clearly related to reinforcement learning

   + 8 pts Why is the problem important / significant / hard

   + 12 pts If the proposal is to tackle a new domain: why will the new domain be harder than prior work?  Why

choose this?

   + 12 pts If the proposal is a new algorithm (plus potentially a new domain): what are the limitations of prior

approaches?

   + 12 pts If doing a replication study: why choose to replicate this particular algorithm, and why choose the

domains that you did?

   + 60 pts Provide a clear description of what was done and accomplished

   + 8 pts what are the next steps / open issues

   + 50 pts Description of work completed was a bit sparse in places

   + 4 pts Good but not detailed description of next steps

   + 55 pts description of work completed could've been further described in some places

   + 0 pts Click here to replace this description.

+ 100 Point adjustment

Nice work!

Much of�the paper I was wondering if you'd try using MCTS on top of the RL agent. I think that could

substantially further improve the results and can leverage the fact that the agent doesn't need to learn the

dynamics and reward. It would�

be interesting to hear what happens if you do try this!
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