Convergence, Consistency, and Stability

Definition

A one-step finite difference scheme approximating a partial differential equation
is a convergent scheme if for any solution to the partial differential equation,
u(t, ), and solutions to the finite difference scheme, v, such that v{ converges
to ug(x) as iAx converges to x, then v converges to u(t,z) as (nAt,iAx) con-
verges to (¢,z) as At, Az converge to 0.

Definition

Given a partial differential equation Pu = f and a finite difference scheme,
Paiazv = f, we say that the finite difference scheme is consistent with the
partial differential equation if for any smooth function ¢(z,t)

Pp — Papazd — 0 as At, Az — 0.

Example
Consider the one-way wave equation given by the operator P = 9/t + ad/0x

Pp = ¢+ ade

with « greater than 0. We will evaluate the consistency of the forward-time
forward-space scheme with difference operator Pas A, given by

PPt — g i1 — OF
At ta Az (1)

Paipnp =

where

o7 = p(nAt,iAz).

We begin by taking the Taylor expansion of the function ¢ in ¢ and x about
(tn, ;). We have that

1
PP = ¢ + Aty + §At2¢tt + O(A)

1
i1 = ¢ +Azg, + 5AI2¢‘M + O(Az?).
This gives us
1 1
PAt,A(E(b = (bt + Oé(bx + §At¢tt —+ aiAg;(bxw + O(At2) 4 O(A$2)
Thus

P¢ - PAt,Aacd) = %Atd)tt + %qusxac + O<At2) + O(AxQ)
— 0 as (At,Az) — 0.

Thus, this scheme is consistent. []



Definition
The L2-norm of a grid function w, denoted by ||w||az, is defined as

o 1/2
||“}||A90:<Aac Z wm|2> .

m=—0oQ

Definition

A finite difference scheme Pa¢ A" = 0 for a first-order equation is stable in
a stability region A if there is an integer J such that for any positive time T,
there is a constant C'r such that

J
1" |lae < Cr Y 10| 2

Jj=0

for 0 < nAt < T, with (At, Ax) € A.

Von Neumann Analysis

Proving stability directly from the definition is quite difficult, in general. In-
stead, it is easier to use tools from Fourier analysis to evaluate the stability of
finite difference schemes. In particular, it can be shown that, for some solution
to a finite difference scheme v", there is a simple mathematical relationship
between the Fourier transforms 9™ (¢) and ©°(¢) given by

0" (€) = g(Azé, At, Ax)"00(€)

where g(Az€, At, Ax) = g(0, At, Ax) is called the amplification factor and 0™ (&)
is the amplitude of the frequency £ in the solution v” (note that the second su-
perscript n in the above equation is a power and not an index). This quantity
is so named because it represents the amount that each frequency in the solu-
tion is amplified in advancing the solution one time step. That this relationship
arises from such analysis should not be surprising: the fundamental power of
Fourier transforms is that they transform differentiation in the temporal domain
to multiplication in the frequency domain.

Definition
A one-step finite difference scheme with constant coefficients is stable in a sta-
bility region A if and only if there is a constant K (independent of 6, At, and
Ax) such that

lg(0, At, Az)| <1+ KAt

with (At,Az) € A. If g(0, At, Ax) is independent of At and Az, the stability
condition may be replaced with the restricted stability condition

9(0)] < 1.



Example

Consider again the one-way wave equation and let us evaluate the stability of the
forward-time forward-space scheme given in equation (1). It can be shown that
all solutions of any one-step difference scheme will have the form v = g™e*/ ? To
analyze the stability of such a scheme, we may therefore substitute accordingly
and solve for g.

gn+1eij0 _ gneije gnei(j+1)9 _ gneijO
=0
At “ Az
gneije(g _ 1) gneije(eie _ 1)
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At
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where A = At/Az and « is positive. We can then calculate
2 o1
lg]* = 1+ 4aA(1 4+ a))sin 50.

Since A is constant, we may use the restricted stability condition and we see
that |g| is greater than 1 for 6 # 0. Therefore, this scheme is unstable. O

The Lax-Richtmyer Equivalence Theorem

The Lax-Richtmyer Equivalence Theorem is often called the Fundamental Theo-
rem of Numerical Analysis, even though it is only applicable to the small subset
of linear numerical methods for well-posed, linear partial differential equations.
Along with Dahlquist’s equivalence theorem for ordinary differential equations,
the notion that the relationship

consistency + stability <= convergence

always holds has caused a great deal of confusion in the numerical analysis
of differential equations. In the case of PDEs, mathematicians are most of-
ten interested in nonlinear phenomena, for which Lax-Richtmyer does not ap-
ply. More damningly, the forward implication that consistency + stability —
convergence is trivial for linear schemes, and thus it is only the converse notion
that convergence = stability that the theorem contributes. The intuition
that the theorem gives for problems that fall outside the scope of Lax-Richtmyer,
however, is faulty, since consistency and stability are often insufficient for con-
vergence, and convergence need not imply stability in general.



Suppose we have a stable, linear numerical method that is consistent with a
well-posed linear partial differential equation. Suppose further that the global
error at time T'= NAt is the grid function denoted by

EN — QN — ¢V

where Q™ is the numerical approximation to the solution and ¢™ is the exact
solution Vn < N. We will denote our method by A(-), such that

Qn+1 — N(Qn)

We claim that it is straightforward to show that the method is convergent,
which amounts to proving that ||EY|| — 0 as At — 0 and NAt — T.
Since N is stable, we know that there exists a constant Cp depending only
on 7' such that
N <Cr, VYn<N=T/At

We can also express the local trunctation error as the one step error divided by

the time step, or
1
no_ _— N ny __ . n+l
=g W@ =],
and note that consistency implies that 7" — 0 as At — 0.

We can derive a simple recurrence for the error at time n + 1:

N(
N(
=N(E" +¢") = N(¢") + N(¢") — ¢"**
N(E"+4¢") - N(") + Lt "

N(

where we use the linearity of N'(-) in the last equality. From this formulation,
it is simple to examine the norm of the error and argue that the requirements
for convergence are met by stability and consistency.



