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Abstract

The training of two-layer neural networks with nonlinear activation functions is an impor-
tant non-convex optimization problem with numerous applications and promising performance
in layerwise deep learning. In this paper, we develop exact convex optimization formulations
for two-layer neural networks with second degree polynomial activations based on semidefinite
programming. Remarkably, we show that semidefinite lifting is always exact and therefore com-
putational complexity for global optimization is polynomial in the input dimension and sample
size for all input data. The developed convex formulations are proven to achieve the same global
optimal solution set as their non-convex counterparts. More specifically, the globally optimal
two-layer neural network with polynomial activations can be found by solving a semidefinite
program (SDP) and decomposing the solution using a procedure we call Neural Decomposition.
Moreover, the choice of regularizers plays a crucial role in the computational tractability of
neural network training. We show that the standard weight decay regularization formulation
is NP-hard, whereas other simple convex penalties render the problem tractable in polynomial
time via convex programming. We extend the results beyond the fully connected architecture
to different neural network architectures including networks with vector outputs and convolu-
tional architectures with pooling. We provide extensive numerical simulations showing that the
standard backpropagation approach often fails to achieve the global optimum of the training
loss. The proposed approach is significantly faster to obtain better test accuracy compared to
the standard backpropagation procedure.

1 Introduction

We study neural networks from the optimization perspective by deriving equivalent convex opti-
mization formulations with identical global optimal solution sets. The derived convex problems
have important theoretical and practical implications concerning the computational complexity of
optimal training of neural network models. Moreover, the convex optimization perspective provides
a more concise parameterization of neural network models that enables further analysis of their
interesting properties.

In non-convex optimization, the choice of optimization method and its internal hyperparame-
ters, such as initialization, mini-batching and step sizes, have a considerable effect on the quality
of the learned model. This is in sharp contrast to convex optimization problems, where locally
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Figure 1: ReLU (left) and swish (right) activation functions and their second degree polynomial
approximations. ReLU activation: o(u) = max(0,u) and its polynomial approximation: o(u) =
0.09u% 4 0.5u + 0.47. Swish activation: o(u) = u(1 + e~*)~! and its polynomial approximation:
o(u) = 0.1u? + 0.5u + 0.24.

optimal solutions are globally optimal and optimizer parameters have no influence on the solution
and therefore the model. Moreover, the solutions of convex optimization problems can be obtained
in a very robust, efficient and reproducible manner thanks to the elegant and extensively studied
structure of convex programs. Therefore, our convex optimization based globally optimal training
procedure enables the study of the neural network model and the optimization procedure in a
decoupled way. For instance, step sizes employed in the optimization can be considered hyperpa-
rameters of non-convex models, which affect the model quality and may require extensive tuning.
For a classification task, in our convex optimization formulation, step sizes as well as the choice of
the optimizers are no longer hyperparameters to obtain better classification accuracy. Any convex
optimization solver can be applied to the convex problem to obtain a globally optimal model.

Various types of activation functions were proposed in the literature as nonlinearities in neural
network layers. Among the most widely adopted ones is the ReLU (rectified linear unit) activation
given by o(u) = max(0,u). A recently proposed alternative is the swish activation o(u) = u(1 +
e~)~! which performs comparably well [45]. Another important class is the polynomial activation
where the activation function is a scalar polynomial of a fixed degree. We focus on second degree
polynomial activation functions, i.e., o(u) = au? + bu + c¢. Although polynomial coefficients a, b, ¢
can be regarded as hyperparameters, it is often sufficient to choose the coefficients in order to
approximate a target nonlinear activation function such as the ReLLU or swish activation. ReLLU and
swish activations are plotted in Figure[I] along with their second degree polynomial approximations.

Our derivation of the convex program for polynomial activations leverages convex duality and
the S-procedure, and can be stated as a simple semidefinite program (SDP). We refer the reader to
[44] for a survey of the S-procedure and applications in SDPs. In addition, another commonly used
activation function in the literature, quadratic activation, is a special case of polynomial activations
(b = ¢ =0) and we devote a separate section to this case (Section [§). The corresponding convex
program is an SDP and takes a simpler form.

Main aspects of our work that differ from others in the literature that study the optimization
landscape of two-layer neural networks (e.g. see section are the following: Our results (1)
provide global optimal solutions in fully polynomial time (polynomial in all problem parameters),
(2) uncover an important role of the regularizer in computational tractability, (3) hold for arbitrary
loss function and other network architectures such as vector output, convolutional and pooling, (4)
are independent of the choice of the numerical optimizer and its parameters.

We summarize the types of neural network architectures considered in this work and the cor-



responding convex problems that we have derived to train them to global optimality in Table [T}
The fourth column of Table [1| shows the upper bounds for critical width m*, i.e., the optimal
number of neurons that one needs for global optimization of any problems with number of neurons
m > m*. The fifth column, named ”construction algorithm”, refers to the method for obtaining
the optimal neural network weights from the solution of the associated convex program. The last
column contains the references to the theorems for each result.

1.1 Overview of Our Contributions

e We show that the standard optimization formulation for training neural networks fy(x) =
Py o(zTu;)a; with trainable parameters 8 = (uy, ..., Unm, a1, ..., ) and degree two poly-
nomial activations o(u) = au® + bu + ¢, training data X = [z1,...,2,]7 € R™*? y € R", and
% regularization on the parameters given by

min ((fo(X), ) + 8D _(Ilujl13 + llo;3) (1)

j=1

is computationally intractable via a reduction to the NP-hard subset sum problem, for any
value of m.

e Surprisingly, for quadratic activation networks, o(u) = u?, we show that modifying the

quadratic weight decay regularization to cubic reqularization

min £(fo(X), ) + 8D (I3 + llos ) (2)
j=1

enables global optimization in fully polynomial time via convex semidefinite programming.
The computational complexity is polynomial in all problem parameters (n,d, m).

e Furthermore, for any degree two polynomial activation o, the non-convex neural network
training problem

min — L(fo(X),y) + Bllalh 3)
0 8.t. |lujll2=1,vj€[m]

can be equivalently stated as a convex semidefinite problem and globally solved in fully

polynomial time. In fact, the cubic regularization strategy in is a special case of this

convex program. The result holds universally for all input data without any conditions and

also holds when g — 0.

e In deriving the convex formulations, we identify a concise re-parameterization of the neural
network parameters that enables exact convexification by removing the redundancy in the
classical overparameterized formulation. This is similar in spirit to the semidefinite lifting
procedure in relaxations of combinatorial optimization problems. In contrast to these relax-
ations, we show that our lifting is always exact as soon as the network width exceeds a critical
threshold which can be efficiently determined.

e We develop a matrix decomposition procedure called Neural Decomposition to extract the
optimal network parameters from the solution of convex optimization, which is guaranteed
to produce an optimal neural network. Neural Decomposition transforms the convex re-
parameterization to the overparameterized, i.e., redundant, formulation in a similar spirit to
(a non-orthogonal version of ) Eigenvalue Decomposition.



Non-convex objective Tractable convex | Upper bound on | Construction Thms
formulation critical width m* | algorithm

Poly (scalar) Z( o(Xuj)aj, y) + B0 eyl st gl =1 Eq 2(d+1) Neural decomp | Thm|3.1

Poly (vector) | ¢ (E o(Xuj)a; al Y) + B30 el st fluyll =1 Eq 2(d+1)C Neural decomp | Thm|7.1

Convolutional (27 1 Zk 1o (Xkuj)a]-k, y) + B0 laglla st [lugll =1 Eq 2(f +1)K? Neural decomp | Thm 8.1

Pooling (Z] 1 i\/f Iyh (X (h—1)P-1U5) Xjk y) +B20 el | Eq 2(f + l)lf%.2 Neural decomp | Thm|9.1
st lugll =1 _

Quad (scalar, | €(3 T o(Xuj)aj, y) + B30 |yl st [lugll =1, or Eq d Eigen- Thm

cubic reg) ¢ EZTJ o(Xuj)aj, U; + QZ;ll(lu]P + Jluj|13) decomposition

Quad (scalar, | €370 o(Xuj)ay, y) + B30, o [23 s.t. J|ugl| = 1, or NP-hard Thm

quad reg) 14 EETI o(Xuj)aj, y% + %Z;":l(m]\Q + J|luj3) (intractable)

Table 1: List of the neural network architectures that we have studied in this work and the cor-
responding convex programs. Abbreviations are as follows. Poly (scalar): Polynomial activation
scalar output, Poly (vector): Polynomial activation vector output, Convolutional: CNN with poly-
nomial activation, Pooling: CNN with polynomial activation and average pooling, Quad (scalar,
cubic reg): Quadratic activation scalar output with cubic regularization, Quad (scalar, quad reg):
Quadratic activation scalar output with quadratic regularization. K is the number of patches and
f is the filter size for the convolutional architecture. C' is the output dimension for the vector
output case. P is the pool size for average pooling. o(u) is defined as u? for quadratic activation,
and au® + bu + ¢ for polynomial activation.

e In addition to the fully connected neural network architecture, we derive the equivalent convex
programs for various other architectures such as convolutional, pooling and vector output
architectures.

e We provide extensive numerical simulations showing that the standard backpropagation ap-
proach with or without regularization fails to achieve the global optimum of the training
loss. Moreover, the test accuracy of the proposed convex optimization is considerably higher
in standard datasets as well as random planted models. Our convex optimization solver is
significantly faster in total computation time to achieve similar or better test accuracy.

1.2 Prior Work

A considerable fraction of recent works on the analysis of optimization landscape of neural networks
focuses on explaining why gradient descent performs well. The works [12], 49] consider the opti-
mization landscape of a restricted class of neural networks with quadratic activation and quadratic
regularization where the second layer weights are fized. They show that when the neural network
is overparameterized, i.e., m > d, the non-convex loss function has benign properties: all local
minima are global and all saddle points have a direction of negative curvature. However, in this
paper we show that training both the first and second layer weights with quadratic regularization
in fact makes global optimization NP-hard for any m. In contrast, we provide a different formula-
tion to obtain the global optimal solution via convex optimization in the more general case when
the second layer weights are also optimized, the activation function is any arbitrary degree two
polynomial, and global optimum is achieved for all values of m. The work in [35] similarly studies
two-layer neural networks with quadratic activation function and squared loss and states results on
both optimization and generalization properties. The authors in [19] focus on quadratic activation
networks from the perspectives of optimization landscape and generalization performance, where
the setting is based on a planted model with a full rank weight matrix. In [30} B3] it was shown



that sufficiently wide ReLLU networks have a benign landscape when each layer is sufficiently wide,
satisfying m > n + 1.

Another recent work analyzing the training of neural networks with quadratic-like activations
for deeper architectures is [2]. Authors in [2] consider polynomial activation functions and inves-
tigate layerwise training and compare with end-to-end training of layers. It is demonstrated in
[2] that the degree two polynomial activation function performs comparably to ReLU activation
in deep networks. More specifically, it is reported in [2] that for deep neural networks, ReLU
activation achieves a classification accuracy of 0.96 and a degree two polynomial activation yields
an accuracy of 0.95 on the Cifar-10 dataset. Similarly for the Cifar-100 dataset, they obtain an
accuracy of 0.81 for ReLLU activation and 0.76 for the degree two polynomial activation. These
numerical results are obtained for the activation o(u) = u + 0.1u?, which the authors prefer over
the standard quadratic activation o(u) = u? to make the neural network training stable. Moreover,
the performance of layerwise learning with such activation functions is considerably high, although
there is some gap between end-to-end trained models. In addition, neural networks with polyno-
mial activations have immediate applications in encrypted computing [24} 20} [36], [39]. In encrypted
computing, it is desirable to have a low degree polynomial as the activation function. For instance,
homomorphic encryption can only support additions and multiplications in a straightforward way,
which necessitates low degree polynomials as activations. In [20], degree two polynomial approxi-
mations were shown to be effective for accurate neural network predictions with encryption. These
results demonstrate that degree two polynomial activations are quite promising and worth studying
from both theoretical and practical perspectives.

In a recent series of papers, the authors derived convex formulations for training ReLLU neural
networks to global optimality [43] 15 [16] [14] 46, [47]. Our work takes a similar convex duality
approach in deriving the convex equivalents of non-convex neural network training problems. In
particular, the previous work in this area deals with ReLU activations while in this work we focus
on polynomial activations. Hence, the mathematical techniques involved in deriving the convex
programs and the resulting convex programs are substantially different. The convex program
derived for ReLLU activation in [43] has polynomial time trainability for fixed rank data matrices,
whereas the convex programs developed in this work are all polynomial-time trainable with respect
to all problem dimensions. More specifically, their convex program is given by

P 2 P
.1
min - > > DX (vi —wi) —y|| + 8> _(lvill2 + [[will2)
{Uivwi}z‘:12 i=1 2 i=1
s.t. (2Dz — In)XUZ >0, (2Dl — In)XwZ >0,Vi € [P] s (4)
where the neural network weights are constructed from v; € R? and w; € R%, i = 1,...,P. The
matrices D; are diagonal matrices whose diagonal entries consist of 1 2Tu>0) 1I2Tu20, ooy Ly > for

all possible u € R%. The number of distinct D; matrices, denoted by P is the number of hyperplane
T
arrangements corresponding to the data matrix X. It is known that P is bounded by 2r (Ln;l))

where r = rank(X) (see [43] for the details). In particular, convolutional neural networks have a
fixed value of r, for instance m filters of size 3 x 3 yield » = 9. This is an exponential improvement
over previously known methods that train optimal ReLLU networks which are exponential in the
number of neurons m and/or the number of samples n [3], 21], [5].

The work in [6] presents formulations for convex factorization machines with nuclear norm
regularization, which is known to obtain low rank solutions. Vector output extension for factoriza-
tion machines and polynomial networks, which are different from polynomial activation networks,
is developed in [7]. Polynomial networks are equivalent to quadratic activation networks with an



addition of a linear neuron. In [7], the authors consider learning an infinitely wide quadratic acti-
vation layer by a greedy algorithm. However, this algorithm does not provide optimal finite width
networks even in the quadratic activation case. Furthermore, [34] presents a greedy algorithm for
training polynomial networks. The algorithm provided in [34] is based on gradually adding neurons
to the neural network to reduce the loss. More recently, [48] considers applying lifting for quadratic
activation neural networks and presents non-convex algorithms for low rank matrix estimation for
two-layer neural network training.

1.3 Notation

Throughout the text, ¢ : R — R denotes the activation function of the hidden layer. We refer
to the function o(u) = u? as quadratic activation and o(u) = au® + bu + ¢ where a,b,c € R as
polynomial activation. We use X € R™*? to denote the data matrix, where its rows z; € R?
correspond to data samples and columns are the features. In the text, whenever we have a function
mapping from R to R with a vector argument (e.g., o(v) or v? where v is a vector), this means
the elementwise application of that function to all the components of the vector v. We denote a
column vector of ones by 1 and its dimension can be understood from the context. vec(:) denotes
the vectorized version of its argument. In writing optimization problems, we use min and max to
refer to "minimize” and ”maximize”. We use the notations [m| and 1, ..., m interchangeably.

We use (3, y) for convex loss functions throughout the text for both scalar and vector outputs.
¢*(v) = sup, (v’ z — £(z,y)) denotes the Fenchel conjugate of the function £(-,y). Furthermore, we
assume (** = ¢ which holds when /¢ is a convex and closed function [§].

We use Z > 0 for positive semidefinite matrices (PSD). S refers to the set of symmetric matrices.
tr refers to matrix trace. ® is used for outer product. The operator conv stands for the convex
hull of a set.

1.4 Preliminaries on Semidefinite Lifting

We defer the discussion of semidefinite lifting for two-layer neural networks with polynomial activa-
tions to Section 2l We now briefly discuss a class of problems where SDP relaxations lead to exact
convex optimization solutions of the original non-convex problem and also instances where they
fail to be exact. Let us consider the following quadratic objective problem with a single quadratic
constraint:

min uTQlu + b{u + ¢
u
st ulQou+blu+ ey <0 (5)

where Q1,2 are indefinite, i.e., not assumed to be positive semidefinite. Due to the indefinite
quadratics, this is a non-convex optimization problem. By introducing a matrix variable U = uu?,

one can equivalently state this problem as

min  tr(Q1U) + b u+ ¢y

U

st tr(QuU) +biu+cy <0
U=uul. (6)

This problem can be relaxed by replacing the equality by the matrix inequality U > uu’. Re-
writing the expression U > uu” as a linear matrix inequality via the Schur complement formula



yields the following SDP

min  tr(Q1U) +biu+c;

WU

st tr(QuU) +biu+cy <0
U u
~0.
[UT 1} z 0 (7)

Remarkably, it can be shown that the original non-convex problem in can be solved exactly by
solving the convex SDP in @ via duality, under the mild assumption that the original problem
is strictly feasible (see Appendix B in [§]). This shows that the SDP relaxation is exact in this
problem, returning a globally optimal solution when one exists. We note that there are alternative
numerical procedures to compute the global optimum of quadratic programs with one quadratic
constraint [8] 25].

We also note that the lifting approach U = uu” and the subsequent relaxation U > uu’ for
quadratic programs with more than two quadratic constraints is not tight in general [38] [9]. A
notable case with multiple constraints is the NP-hard Max-Cut problem and its SDP relaxation
[22]

T T
max v Qu= max tr(Quu’) < max tr(QU). 8
u?=1Yi @ u2=1,¥i @ )= Ur0,Us=1,Yi (QU) ®)

The SDP relaxation of Max-Cut is not tight since its feasible set contains the cut polytope
conv {uu’ :u; € {—1,+1}Vi}

and other non-integral extreme points [31]. Nevertheless, an approximation ratio of 0.878 can be
obtained via the Goemans-Williamson randomized rounding procedure [22]. It is conjectured that
this is the best approximation ratio for Max-Cut [27], whereas it can be formally proven to be
NP-hard to approximate within a factor of }—g [23, 50]. Hence, in general we cannot expect to
obtain exact solutions to problems of combinatorial nature, such as Max-Cut and variants using
computationally efficient SDP relaxations.

It is instructive to note that a naive application of the SDP lifting strategy is not immedi-
ately tractable for two-layer neural networks. For simplicity, consider a scalar output polynomial
activation network f(z) = 377", o(zTuj)a; where o(u) = u* + u, and {uj, a;}L, are trainable
parameters. The corresponding training problem for a given loss function £(-,y) and its SDP
relaxation are as follows

m m
min Z (( Z((mTuj)2 + 2luy)ay, y) > min Z £ Z:UTUj:Uaj + 2l uja4, y).

o lm - ) T . 1m
{u]7aj}j:1 reX  j=1 {UJEU‘J“] ’a]}gzl TEX j=1
(9)

The above problem is non-convez due to the bilinear terms {U;a; };”:1 Moreover, a variable change
T
J
is the prohibitively high number of variables in the lifted space, which is d>m + dm +m as opposed

to dm + m in the original problem. Therefore, a different convex analytic formulation is required
to address all these concerns.

Although SDP relaxations are extensively studied for various non-convex problems (see e.g. [51]
for a survey of applications), instances with exact SDP relaxations are exceptionally rare. As will

ﬁj = Uja; does not respect semidefinite constraints U; = wju; when a; € R. Another limitation



be discussed in the sequel, our main result for two-layer neural networks is another instance of an
SDP relaxation leading to exact formulations where the semidefinite lifting and relaxation is tight.

In convex geometry, a spectrahedron is a convex body that can be represented as a linear matrix
inequality which are the feasible sets of semidefinite programs. An example is the elliptope defined
as the feasible set of the Max-Cut relaxation given by U = 0,U;; = 1V4, which is a subset of n x n
symmetric positive-definite matrices. Due to the existence of efficient projection operators and
barrier functions of linear matrix inequalities, optimizing convex objectives over spectrahedra can
be efficiently implemented, which renders SDPs tractable. We will show that polynomial activation
neural networks can be represented via a class of simple linear matrix inequalities, dubbed neural
spectrahedra (see Figure [2| for an example), and enables global optimization in fully polynomial
time and elucidates their parameterization in convex analytic terms.

1.5 Paper Organization

Section 2] gives an overview of the theory developed in this work. Section [3] describes the convex
optimization formulation via duality and S-procedure for polynomial activation neural networks.
Section [] establishes via the neural decomposition method that the convex problem developed
in Section |3 can be used to train two-layer polynomial activation networks to global optimality.
Quadratic activation neural networks and the hardness result are studied in Section [fland[6] Vector
output and convolutional neural network architectures are studied in Section [7] and [8] respectively
and convolutional networks with average pooling is in Section [9] We discuss the implementation
details for solving the convex programs and give experimental results in Section

2 Lifted Representations of Networks with Polynomial Activa-
tions

Consider the network f(z) =377, o(zTu;)a; where the activation function o is the degree two
polynomial o(u) = au? + bu + c. First, we note that the neural network output can be written as

a(z"u;)® + bxTuj +c) aj = Z ((azz™, uJu% + (bz,uj) + ¢) o
j=1 Jj=1
axx” DLy Uy oy
= < { bx , 23 L Ui >
¢ ;n:l Qj
= (0(x), v ({uy, a;}j%1)) (10)

where ¢ : R? — RT+d+1 and o : RMAHD) _ RE+HA+L ap6 formally defined in the sequel. The above
identity shows that the nonlinear neural network output is linear over the lifted features

o(x) = (amxT,bm,c) € RTHAHL

In turn, the nonlinear model f(x) is completely characterized by the lifted parameters which we
define as the following matrix-vector-scalar triplet

m

({u]’a]}] 1) (Zu]u aJ’ZuJO‘JvZ )6Rd2+d+1_

7j=1



Figure 2: (Left) The Neural Cone C4 described by (u?a, ua, a) € R? where u, a € R, |u| < 1. (Right)

Z11 Zi2 Z13
Neural Spectrahedron M(1) described by (Z11, Z12, Z92) € R3 where Z = | Zio Zoy Zoz | =
213 Zoz  Z33

0, Z11 + Zag = Z33 < 1 (constrained to the slice Zos = Z17 and Z’ =0 in )

Optimizing over the lifted parameter space initially appears as hard as the original non-convex
neural network training problem. This is due to the cubic and quadratic terms involving the weights
of the hidden and output layer in the lifted parameters. Furthermore, norms of the network weights
are nonlinear in the lifted parameters, which complicates regularization terms, e.g., Z;nzl flujl|3
typically included in training. Nevertheless, one of our main results shows that the lifted parameters
can be exactly described using linear matrix inequalities.

We begin by characterizing the lifted parameter space as a non-convex cone.

Definition 1 (Neural Cone of degree two). We define the non-convez cone Ci* C RT+Hd+1 g

m

m m
an = (ZUju?aj,ZUjaj,Zaj) tuj € Rd, ||uj||2 =1, Q; € RYj € [m] . (11)
j=1 j=1 j=1

See Figure @ (left) for a depiction of C3 C R3 corresponding to the case m = 1,d = 1.

Surprisingly, we will show that the original non-convex neural network problem is solved exactly
to global optimality when the optimization is performed over a convex set which we define as the
Neural Spectrahedron, given by the convex hull of the cone Co. In other words, every element of the
convex hull can be associated with a neural network of the form f(z) = >0, o(x?u;j)a; through
a special matrix decomposition procedure which we introduce in Section Moreover, a Neural
Spectrahedron can be described by a simple linear matrix inequality. Consequently, these two
results enable global optimization of neural networks with polynomial activations of degree two in
fully polynomial time with respect to all problem parameters: dimension d, number of samples n
and number of neurons m. To the best of our knowledge, this is the first instance of a method
that globally optimizes a standard neural network architecture with computational complexity
polynomial in all problem dimensions. We refer the reader to the recent work [43] for a convex
optimization formulation of networks with ReLLU activation, where the worst case computational
complexity is O((%)") with r = rank(X).

It is equally important that our results characterize neural networks as constrained linear learn-
ing methods (¢(x), ) in the lifted feature space ¢(z), where the constraints on the lifted param-
eters 1) are precisely described by a Neural Spectrahedron via linear matrix inequalities. These



constraints can be easily tackled with convex semidefinite programming or closed-form projections
onto these sets in iterative first-order algorithms. We also investigate interesting regularization
properties of this convex set, and draw similarities to £; norm and nuclear norm. In contrast, Re-
producing Kernel Hilbert Space methods and Neural Tangent Kernel approximations [26, [10] are
linear learning methods over lifted feature maps where the corresponding parameter constraints are
ellipsoids. These approximations fall short of explaining the extraordinary power of finite width
neural networks employed in practical applications.
We extend the definition of the Neural Cone to degree k activations as follows.

Definition 2 (Neural Cone of degree k). We define the non-convex cone C;* C RYi0d gg
follows

m m m m
e =S (Y uftag o 3w @ ey Y way, Yo ay) tuy € RY fluglls = 1, ay € RYj € [m)
Jj=1 Jj=1 Jj=1 Jj=1
(12)

where we use the notation u®* == u® -+ @ u.
—_———

k times

It is easy to see that two-layer neural networks with degree k polynomial activations can be
represented linearly using the lifted parameter space Cr and corresponding lifted features. Taking
the closure of the union {C}7°,, any analytic activation function can be represented in this fashion.
In this paper we limit the analysis to the degree 2 case.

Next, we describe a compact set that we call neural spectrahedron which describes the lifted
parameter space of networks with a constraint on the £; norm of output layer weights.

Definition 3. A neural spectrahedron S§*(t) C R&+d+1 4 defined as the compact convex set

m

m m m
S3'(t) :== conv (Zuju?aj,Zujaj,Zaj> ujlle =105 e RV =1,. .. ,m,z laj| <t
j=1 j=1 j=1 j=1

(13)

We will show that a neural spectrahedron can be equivalently described as a linear matrix
inequality via defining S5(t) = (M1 (t), M12(t), Maa(t)) for all m > m* where

VAR, 7y Z

M(t) = {Z—Z’ 7= [ 2 ] -0, 7' = [ o } - 0,0(21) = Za,00(Z}) = 74, Zu + 74 St},

(14)

Z,7" € SUtOx(d+l) - 7, 7t ¢ s¥xd 7, 75 € R and Zy, Z, € Ry, and m* = m*(t) is a critical
number of neurons that satisfies m*(0) = 0 and m*(¢) < 2(d + 1) V¢, which will be explicitly
defined in the sequel. Therefore, an efficient description of the set M(t) in terms of linear matrix
inequalities enables efficient convex optimization methods in polynomial time. Moreover, it should
be noted that in non-convex optimization, the choice of the optimization algorithm and its internal
hyperparameters, such as initialization, mini-batching and step sizes have a substantial contribution
to the quality of the learned neural network model. This is in stark contrast to convex optimization
problems, where optimizer hyperparameters have no effect, and solutions can be obtained in a very
robust, efficient and reproducible manner.

10



2.1 A geometric description of the Neural Spectrahedron for the special case
of nonnegative output layer weights

Here we describe a simpler case with the restriction o; > 0Vj € [m] in the Neural Cone C3* and
we will suppose that m > d + 1. In this special case, let us define the one-sided positive Neural
Spectrahedron as

m m m m
183 (t) := conv <Zujujraj,2ujaj,2aj) Hujlle =105 e Ry, V=1, ... ,m,Zaj <t
Jj=1 Jj=1 Jj=1 j=1
(15)
We observe that TS5(t) is identical to the set ( TMy1, "TMya, T M) C RP+d+1 where
m u u T m
. j ] . d _
M(E) = teonv § S [ ; } [ ; ] o uy € B Jujl = 1oy € R, Yag <1y, (16)
7j=1 7=1
+ +
which is partitioned as TM(t) = [ +ﬁ1Tl +ﬁ12 ] where "My C S +Af, C ROX! and
12 22

Mo CRy.
Next, we note that as soon as the network widthﬂ satisfies m > d + 1, we have

+M<t);:tconv{{{ﬂ H]T; Hquzl}UO}, (17)

T
where 0 is the zero matrix, since Z;"Zl [ ulj ] [ 7“1] ] aj € S@+Dx(d+1) 5 5 positive semidefinite

matrix, and hence can be factorizedﬂ as a convex combination of at most d + 1 rank-one matrices
T

of the form [ 1{ } { 1{ } . Note that the zero matrix is included to account for the inequality

Z;'n:1 a; < 1in (16). This important observation enables us to represent the convex hull of the

non-convex Neural Cone (an example is shown in Figure [2)), via the simple convex body *M(¢)

given in .

Most importantly, the positive Neural Spectrahedron set TM(t) provides a representation
of the non-convex Neural Cone CJ* via its extreme points. Furthermore, TM(t) has a simple
description as a linear matrix inequality provided in the following lemma (the proof can be found
in the appendix).

Lemma 2.1. For m > d+ 1, it holds that

VAR

+M(t):{Z:Z:[ZQT Py

] =0, t0(Z1) = Zs < t} . (18)

Therefore the positive Neural Spectrahedron can be represented as the intersection of the positive
semidefinite cone and linear inequalities. Moreover, every element of TM(t) can be factorized as

T
m UjU; 5 UjQy
Zj:l [ u]T]aj i
as an element of the non-convex Neural Cone C3" and a neural network in the lifted parameter space
as shown in .

1This assumption is not required in our later analysis.
2We describe the details of this factorization in Section

5 } for some ||lujll2 = 1,a; > 0, Vj € [m], 3770, aj < t, which can be identified
j
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The assumption m > d + 1 is not required and only used here to illustrate this simpler special
case. In the more general case of arbitrary output layer weights o; € R, Vj € [m], we have the more
general linear matrix inequality representation in , which is in terms of two positive semidefinite
cones and three linear inequalities. In general, such a restriction on the number of neurons m in
terms of the dimension d is not necessary. In the next sections, we only require m > m*, where
m* can be determined via a convex program. Furthermore, the regularization parameter directly
controls the number of neurons m*. We illustrate the effect of the regularization parameter on m*
in the numerical experiments section, and show that m* can be made arbitrarily small.

3 Convex Duality for Polynomial Activation Networks

We consider the non-convex training of a two-layer fully connected neural network with polynomial
activation and derive a convex dual optimization problem. The input-output relation for this
architecture is

m
fl@) =) o(a"u;)ay, (19)
j=1
where ¢ is the degree two polynomial o(u) = au® 4 bu + c¢. This neural network has m neurons
with the first layer weights u; € R? and second layer weights a; € R. We refer to this case where
f:R? — R as the scalar output case. Section [7] extends the results to the vector output case.

It is relatively easy to obtain a weak dual that provides a lower-bound via Lagrangian duality.
However, in non-convex problems, a duality gap may exist since strong duality does not hold in
general. Remarkably, we show that strong duality holds as soon as the network width exceeds a
critical threshold which can be easily determined.

We will assume ¢ norm regularization on the second layer weights as regularization and include
constraints that the first layer weights are unit norm. We note that ¢; norm regularization on the
second layer weights results in a special dual problem and hence is crucial in the derivations. We
show in Section [5| that this formulation is equivalent to cubic regularization when the activation
is quadratic. For the standard 3, i.e., weight decay regularization, we will in fact show that the
problem is NP-hard (see Section @ The training of a network under this setting requires solving
the non-convex optimization problem given by

m m

P = min R4 Zo(Xuj)aj, Y +ﬁZ|aj|. (20)
(o, uy}feg, S0 luglla=1,¥5 -\ 5 =
Theorem states the main result for polynomial activation neural networks that the non-
convex optimization problem in can be solved globally optimally via a convex problem. Before
we state Theorem [3.1] we briefly describe the numerical examples shown in Figure [3] and [4] which
compare the solution of the non-convex problem via backpropagation and the solution of the cor-
responding convex program via a convex solver (see Section for details on the solver). Figure
shows the training and test costs on a regression task with randomly generated data for the
two-layer quadratic activation neural network. We observe that convex SDP takes a much shorter
time to optimize and obtains a globally optimal solution while the SGD algorithm converges to
local minima in some of the trials where the initialization is different. Furthermore, Figure [4] com-
pares the classification accuracies for the two-layer vector output polynomial activation network
on a multiclass classification problem with real data. The exact statement of the vector output

12
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Figure 3: Cost against wall-clock time on the training (left) and test (right) sets for stochastic
gradient descent (SGD) and the convex SDP for quadratic activation networks. The solid lines
show the training curve of the non-convex model with SGD (with learning rate tuned optimally via
extensive grid search) and each different colored solid curve corresponds to an independent trial.
The dotted horizontal curve shows the cost for the convex SDP and the cross indicates the time
that it takes to solve the convex SDP. The dataset X is synthetically generated by sampling from
the i.i.d. Gaussian distribution and has dimensions n = 100,d = 10. Labels y are generated by a
teacher network with 10 planted neurons. The regularization coefficient is § = 107 and the batch
size for SGD is 10.
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Figure 4: Classification accuracy results on the UCI dataset ”annealing” (n = 638,d = 31) for
polynomial activation networks. This is a multiclass classification dataset with C' = 5 classes. Both
training (left) and test (right) set accuracies are shown for the gradient descent (GD) and the convex
SDP methods. Legend labels are as follows. GD - tractable: The non-convex problem in solved
via gradient descent, GD - weight decay: Non-convex problem with quadratic regularization on all
weights solved via gradient descent, Conver SDP (optimal): The convex problem in (72). Degree
two polynomial activation with coefficients a = 0.09, b = 0.5, ¢ = 0.47 is used. The regularization
coefficient is f = 1. The learning rate for GD is optimized offline and only the best performing
learning rate is shown. The resulting number of neurons from the convex program is 172.
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extension of the main result is provided in Section[7] In Section[I0} we present additional numerical
results verifying all of the theoretical results on various datasets.

Figure[5|compares the accuracy of the non-convex polynomial activation model when it is trained
with different optimizers (SGD and Adam [28]) for a range of step sizes. Figure [5| shows that the
convex formulations outperform the non-convex solution via SGD and Adam. The extension of the
main result to convolutional neural networks is discussed in Section [§ and [l

Theorem 3.1 (Globally optimal convex program for polynomial activation networks). The solution
of the convex problem

win 6§, y) +H(Zs + Zy)
s.t. 9 = axl (Zy — Zl)z:l + bx (Zo — Z4) + c(Zy — Z}),i € [n]

Zy Z , [z, z
o {ZQT 24] =0, 2 [ZQT z) =Y (21)

provides a global optimal solution for the non-convexr problem in when the number of neurons
satisfies m > m* where

m* = rank(Z*) + rank(Z'"). (22)

Here Z* and Z'™ denote the solution of . The optimal network weights can be extracted from
Z* and Z'* using the Neural Decomposition procedure given in Section |Z| It follows that the optimal
number of neurons is upper bounded by m* < 2(d + 1).

The proof of Theorem is established in this section and the next. In this section we show
that the solution of the convex program provides a lower bound for the solution of the non-
convex problem . In the next section, we prove, via the method of neural decomposition, that
the solution of the convex problem provides also an upper bound, which concludes the proof of
Theorem [B.11

In proving the lower bound, we leverage duality. Minimizing over first o;’s and then u;’s, we
can restate the problem in as

m
p= min min  £(y, y) +B8 ) |oj| st o(Xu,) (23)
{’U,]}] IS t ||U,JH2 1 V] {aj}] 17y Z J ; ]

The dual problem for the inner minimization problem is given by

max —0*(—v) st |olo(Xuj)| < B, V5. (24)

v

Next, let us call the optimal solution of the following problem d*

d* = min max —0*(—v). (25)
{uy by 8.t fluylla=1,V5 [oT o (Xuy)|<B,Vj

By changing the order of the minimization and maximization operations, we obtain the following
bound

d* > max —0*(—v). (26)
[T o (Xuz)|<Bllu;lla=1,Vj

14
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Figure 5: Classification accuracy for various learning rates and optimizers are plotted on the same
figure. SGD and Adam are used in solving the non-convex optimization problem. The solid blue
lines each correspond to a different learning rate for SGD and each dashed green curve corresponds
to a different learning rate for the Adam algorithm. Plots a, b: CNN with degree two polynomial
activations and global average pooling for binary classification on the first two classes of the MNIST
dataset (12000 training samples). Plots ¢, d: The same architecture as plots a, b and the dataset is
the first two classes of the CIFAR-10 dataset (10000 training samples). Plots e, f: Fully connected
architecture for binary classification on the dataset oocytes-merluccius-nucleus-4d.
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We note that the constraints [vT o (Xu;)| < B can equivalently be written as two quadratic (in u;)
inequalities for each 7 =1,...,m,

n n
T T T T3 T T T T3
u; (a g Tik; v,) uj +bv” Xuj; +cv” 1 < B, —u; <a E TiT; vi> uj —bv” Xuj; —cv” 1 < B.
i=1 i=1

(27)

Next, we use the S-procedure given in Corollary to reformulate the quadratic inequality con-
straints as linear matrix inequality constraints. Corollary [3.3]is based on Lemma [3.2] which char-
acterizes the solvability of a quadratic system. The proof of Corollary is given in the appendix.

Lemma 3.2 (Proposition 3.1 from [44]). Let fi and fo be quadratic functions where fo is strictly
concave (or strictly convex) and assume that fo takes both positive and negative values. Then, the
following two statements are equivalent:

1. fi(u) <0, fa(u) = 0 is not solvable.
2. There exists A € R such that fi(u) + Afa(u) > 0, Vu.

Corollary 3.3 (S-procedure with equality). max|,,— uT'Qu +b"u < B if and only if there exists
A € R such that

M- Q —%b}
= 0.
R E

Corollary allows us to write the maximization problem in as the equivalent problem
given by

max — (*(—v)

.t ol —adl xialv; f%_bXTv -,
o —sbvT X B—cltv—p| =
pol +a >l zizlv; %bXTU
1,7 X =T =0, (28)
5bv B+cl v—po

where we note the two additional variables p1, po € R are introduced. Next, we will find the dual
of the problem in . Let us first define the following Lagrange multipliers

|4 2 ;L Z{ Zé

where Z, 7' € St@HDx(d+1) gre symmetric matrices, and the dimensions for each block matrix are
71,75 € S 7y, 7h e RV 73 78 € R1%4 7, 7! € R1X1. We note that because of the symmetry
of Z and Z', we have ZI = Zs and Zy'" = Z%. The Lagrangian for the problem in is

n
L(v,p1,p2, 2, 2"y = —0*(—v) + p1tr(Z1) + patr(Z]) — aZvixiT(Zl — Z)xi — bl X (2o — Z5)+
i=1

+(B—p1)Za+ (B—p2)Zs— ¢ _vi(Za— Z4). (30)
=1

Maximizing the Lagrangian with respect to v, p1, p2, we obtain the problem in , which concludes
the lower bound part of the proof. In the next section, we introduce a method for decomposing the
solution of this convex program (i.e. Z* and Z’*) into feasible neural network weights to prove the
upper bound.
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4 Neural Decomposition

We have shown that a lower bound on the optimal value of the non-convex problem in is
obtained via the solution of the convex program in that we have derived using Lagrangian
duality. Now we show that this lower bound is in fact identical to the optimal value of the non-
convex problem, thus proving strong duality. Our approach is based on proving an upper bound
by constructing neural network weights from the solution of the convex problem such that the
convex objective achieves the same objective as the non-convex objective. Suppose that (Z*, Z'")
is a solution to (2I). Let us denote the rank of Z* by r and the rank of Z'* by r'. We will discuss
the decomposition for Z* and then complete the picture by considering the same decomposition for
Z"™. We begin by noting that Z* satisfies the constraints of , ie.,

0 -1
——

Z* = 0 and tr(Z7) = Z}, or equivalently tr(Z* [Id 0 }) =0. (31)

Suppose that we have a decomposition of Z* as a sum of rank-1 matrices such that Z* = Z;Zl pjp]T
where p; € R and tr(p]p G) = p; T'Gp; =0 for j = 1,...,r. We show how this can always be
done in subsection [£.1] by introducing a new matrix decomposition method, dubbed the neural
decomposition procedure.

Letting p; := [cf d-] with ¢; € R? and dj € R, we note that p; T'Gp; = 0 implies ||¢;]13 = d2
We may assume p; # 0, Vj in the decomposition (othervvlse we can snnply remove zero components)
implying ||C]”% > 0, Vj. Furthermore, this expression for p;’s allows us to establish that

a " [¢; " [eich eid; VAR
Sed =Y (3] a1 =X [7n 927 7 )
= j=1 L7 j=1 J 3 74

As a result, we have the following decompositions:

ZCJ ¢ Zuﬂ U HCJH? - ZUJ sz <33)
Zy = Z%’dj = Z“jdj||0j||2 = Z“J’dj|dj| (34)
j=1 j=1 j=1
Zy =) _di, (3)
j=1

where we have introduced the normalized weights u; = ﬁ? j=1,...,r. If dj <0 for some j,
J
we redefine the corresponding p; as p; < —p;, which does not modify the decomposition Z p]p;f

and the equality p; Gpj = 0. Hence, without loss of generality, we can assume that d; > 0 for all
7 =1,...,r, which leads to

Zu] ujdj, 23 :Zujd?, Z3 :Zd% (36)
J=1 j=1

Similarly for Z’*, we will form the following decompositions:

T,/

Zu’ oty Zujd’2 zy=Y"d?. (37)

J=1
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Considering the decompositions for both Z* and Z'*, finally we obtain a neural network with first
layer weights as {u1,...,u,, uj,...,u’,}, and second layer weights as {d3,...,d2, d’12, e —d’r,2}.
We note that this corresponds to a neural network with r + ' neurons. If both Z* and Z'* are full
rank, then we will have 2(d + 1) neurons, which is the maximum.

To see why we can use the decompositions of Z* and Z’* to construct neural network weights,

we plug-in the expressions and in the objective of the convex program in :
0g,y) —|—ﬂ<z |d]2| + Z | — d,;-2|>, where §; = az; <Zu] Td2 + Zu/ T al’2 )
j=1 j=1
+bxl (Zuj -+ Zu d;?)) +C<Zd]2- + Z(—d"f)), i=1,...,n. (38)
j=1 j=1

We note that this expression exactly matches the optimal value of the non-convex objective in
for a neural network with r + 7’ neurons. Also, the unit norm constraints on the first layer weights
are satisfied (hence feasible) since u;’s and u;-’s are normalized. This establishes that the neural
network weights obtained from the solution of the convex program provide an upper bound for the
minimum value of the original non-convex problem. Consequently, we have shown that the optimal
solution of the convex problem provides a global optimal solution to the non-convex problem
and this concludes the proof of Theorem

4.1 Neural Decomposition Procedure

Here we describe the procedure for computing the decomposition Z* = Z;Zl pjp;‘-F > 0 such that
p;fFGpj =0,j=1,...,r. The computational complexity of this procedure is at most O(nd?), which
is dominated by Eigenvalue Decomposition of Z*. This algorithm is inspired by the constructive
proof of the S-procedure given in Lemma 2.4 of [44] with modifications to account for the equalities

p?Gpj =0.
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Neural Decomposition for PSD Matrices:
0. Compute a rank-1 decomposition Z* = Z;Zl pjpjT.

This can be done with the eigenvalue decomposition Z* = Z;zl qjqu)\j. Since Z* > 0,
we have \; > 0, for j = 1,...,r. Then we can obtain the desired rank-1 decomposition
zZ* = Z;zlpjp;‘r by defining p; = \/\jqj, j=1,...,7.

1. If pI'Gpy = 0, return y = p;. If not, find a j € {2,...,r} such that
(p{ Gp1) (P Gpj) < 0.
We know such j exists since tr(Z*G) = Z;le?Gpj = 0 (this is true since it is one
of the constraints of the convex program), and p{Gpl # 0. Hence, for at least one

je{2,...,r}, p;fFGpj must have the opposite sign as p! Gp.

p1t+ap;
V1t+a?
We know that such a exists since the quadratic equation

2. Return y = where « € R satisfies (p1 + ap;)TG(p1 + ap;) = 0.

(p1 + apj) ' G(p1 + ap;) = o®pl Gp; + 2ap] p; + p{ Gp1 = 0 (39)

has real solutions since the discriminant 4(p?p;)? — 4(pr{Gp1)(p;‘-FGpj) is positive due to
step 1 where we picked j such that (plTGpl)(p]TGpj) < 0. To find «, we simply solve the
quadratic equation for a.

3. Update r < r — 1, and then the vectors py,...,p, as follows:
. o pj—ap . . .
Remove p; and p; and insert u = ]lﬁa; Consequently, we will be dealing with the
updated matrix Z* < Z* — yy” in the next iteration, which is of rank r — 1:
T
Z" — ny = uul + Z pipZT. (40)
i=2,i#]

Note that Step 0 is carried out only once and then steps 1 through 3 are repeated r — 1 times. At
the end of r — 1 iterations, we are left with the rank-1 matrix plplT which satisfies plTGpl = 0 since
initial Z* satisfies tr(Z*G) = 0 and the following r — 1 updates are of the form yy? which satisfies
yT'Gy = 0. If we denote the returned y vectors as y; for the iteration i and vy, is the last one we
are left with, then y;’s satisfy the desired decomposition that Z* = >0 | yzle and yiTGyi = 0,
1=1,...,r.
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Figure 6: Illustration of the neural decomposition procedure for d = 2 (i.e. Z* € R3*3). The
dashed red arrows correspond to the eigenvectors of Z* (q1, ¢2,¢q3) and the solid blue arrows show
the decomposed vectors p; and ps. In this example, the rank of Z* is 2 where ¢; and ¢ are its two
principal eigenvectors. The eigenvalue corresponding to the eigenvector ¢ is zero. The light blue
colored surface shows the Lorentz cones z = \/x2 4+ y? and z = —y/22 + y2. We observe that the

decomposed vectors p; and po lie on the boundary of Lorentz cones.

Figure [6] is an illustration of the neural decomposition procedure for a toy example with d = 2
where the eigenvectors of Z* and the vectors p; are plotted together. Due to the constraints

p;fFGpj =0, j = 1,2, the vectors p; have to lie on the boundary of Lorentz cone z = /2% + y?

and z = —y/22 + y2. Decomposing the solution of the convex problem Z* and Z’* onto these cones,
i.e., neural decomposition, enables the construction of neural network weights from Z* and Z'".

5 Quadratic Activation Networks

In this section, we derive the corresponding convex program when the activation function is
quadratic, i.e., o(u) = u?. The resulting convex problem takes a simpler form than the polynomial
activation case. We start by noting that the bound in holds for any activation function. The
inequalities |vT'o(Xu;)| < B however lead to different constraints than the polynomial activation
case. Note that |[v7 (Xwu;)?| < B is equivalent to the inequalities

n n
uf (Z xlx?vz> uj < and u? (— szvaz) uj <. (41)
i=1 i=1

The constraint max,, ||y, |,=1 [vT(Xu;)?| < B can be expressed as largest eigenvalue inequalities

Amax (Z wixiTvi> < B and  Amax (— Z%ﬁw) <8, (42)
=1

i=1

3In special relativity, Lorentz cones describe the path that a flash of light, emanating from a single event traveling
in all directions takes through spacetime (see Figure 1.3.1 in [37]).
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where A\« denotes the maximum eigenvalue. Next, representing the largest eigenvalue constraints
as linear matrix inequality constraints, we arrive at the following maximization problem

max — {*(—v)
v
n n
s.t. ZZL‘zIL‘ZTUZ - BI; %0, -— leszvl - BI; <0. (43)
i=1 =1

Writing the Lagrangian for as L(v, Z1, Z2) = —0*(—v) =Yt vzl (Z1— Za)xi+ B tr(Z1+ Z2)
with Z;, Z, € S and maximizing with respect to v, we obtain the following convex problem

min /¢ <[$1T(Zl —Zy)r1 ... zL(Z) - Zg)ﬂjn]T, y> + Btr(Zy + Zs) . (44)
71,2270

Replacing Z = Z; — Zs, where Z7 = 0,72 = 0, we recall that any matrix Z can be uniquely
decomposed in this form thanks to the Moreau decomposition onto the cone of positive definite
matrices and its polar dual, which is the set of negative semidefinite matrices. In particular, suppose
that the eigenvalue decomposition of Zis Z = ) : Ajzj ZJT. Then, Z; and Zs are uniquely determined
by Z1 = Zjl)\j>0 )\ijZ]T and Zy = _Zj:)\j<0 )\ijZ]T. Note that tI‘(Zl + ZQ) = Zj:/\j>0 )‘j +
Z]’;Aj<0(_)‘j) = >_; [Ajl = [|Z]|+ is the sum of the absolute values of the eigenvalues of Z, which is
equivalent to the nuclear norm for symmetric matrices. Consequently, this leads to the following
simplified problem with nuclear norm regularization:

min  £(9,y) + B[ Z]«
Z=2T
st. i=axl Zr;, i=1,...,n. (45)

Theorem [5.1] states the main result for the global optimization of quadratic activation neural
networks. The rest of this section is devoted to the proof and interpretation of Theorem

Theorem 5.1 (Globally optimal convex program for quadratic activation cubic regularization
networks). The solution of the convex problem in provides a global optimal solution to the
non-convex problem for quadratic activation and cubic regularization given in when the number
of meurons satisfies m > m* where

m* = rank(Z"). (46)

The optimal neural network weights are determined from the solution of the convex problem wvia
etgenvalue decomposition of Z* and the rescaling given in . The optimal number of neurons is
upper bounded by m* < d since rank(Z*) < d.

5.1 Strong Duality for Quadratic Activation

We have shown that a lower bound on the non-convex problem for quadratic activation is given
by the nuclear norm regularized convex objective. Now we show that this lower bound is in fact
identical to the non-convex problem. Suppose that Z* is a solution to . Let us decompose Z*
via eigenvalue decomposition as Z* = Zj )\jzszT. We can generate an upper bound on the non-
convex problem by constructing neural network parameters as o; = A;, and u; = z; with objective
value /¢ (Zj(ij)Q)\j,y> + B%_;|Ajl. Noting that this value exactly matches the optimal value

of the convex objective in , we conclude that the optimal solution of provides a global
optimal solution to the non-convex problem.
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5.2 Equivalent Non-convex Problem: Quadratic Activation with Cubic Regu-
larization

We now show that the non-convex problem with unit norm first layer weights and the ¢; norm
regularized second layer weights is in fact equivalent to the non-convex problem with cubic regu-
larization on all the weights. Let us consider the unconstrained problem with cubic regularization:

m m

. - B
pri= min 0| (Xu)las, | + =D (g + lul3), (47)
{ojuz}72 =1 ¢ j=1

where ¢ = 23 + 975 ~ 1.88988. Rescaling the variables u; < ujt;/Q and o < «a;/t;,Vj for t; >0,
j=1,...,m yields
m IB m
. 3/2
pr= min 0 (Xuagy |+ 5 (el + llsl3). (48)

{aj’uj}gnzl ]:1 jzl

Noting the regularization term is convex in ¢; for ¢; > 0 and optimizing it with respect to t;, we

1N\2/3
obtain t; = 22/9 ( o] ) . Plugging the expression for ¢; in yields

llu;ll2

m

m

pr = min LY (Xuy) ey, y | 4B leylllugll (49)
{oj,u5}72 = j=1

uj )2 /

Now we define the scaled second layer weights o, = aj|lujl|3. Noting that (Xu;)%a; = (Xm o

J
and defining u; = u;/[|u;[|2, we obtain the equivalent problem with the ¢; norm of the second layer

weights as the regularization term

m m
t = min / X)), + ol 50
P {o, wf3m ) S bu|uf [|2=1,Vj jz::l( ]) jr Y 5]2::1! j\ (50)

5.2.1 Rescaling

We note that the weights «; and u; that the eigenvalue decomposition of the solution of gives
are scaled versions of the weights of the problem with cubic regularization in . The solution to
the problem in can be constructed by rescaling the weights as
. -y ] 1 92/9),,.2/3 i —
uj < ujy [t o ,where  t; = 2°/"|ay| j=1,...,m. (51)

/
¢

This concludes the proof of Theorem

5.3 Comparison with Polynomial Activation Networks

In this subsection, we list the important differences between the results for quadratic activation and
polynomial activation neural networks. The convex program for the quadratic activation network
does not have the equality constraints that appear in the convex program for the polynomial
activation. In addition, for the quadratic activation, the upper bound on the critical width m* is
d while it is 2(d + 1) for the polynomial activation case.
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We note that in the case of quadratic activation, the optimal neural network weights are deter-
mined from eigenvalue decomposition of Z*. This results in the first layer weights to be orthonormal
because they can be chosen as the eigenvectors of the real and symmetric matrix Z*. In contrast,
we do not have this property for polynomial activations as the associated optimal weights are
determined via neural decomposition. In this case, the resulting hidden neurons are not neces-
sarily orthogonal, which shows that the Neural Decomposition is a type of non-orthogonal matrix
decomposition. This can also be seen in Figure [6]

5.4 Constructing Multiple Globally Optimal Solutions in the Neural Network
Parameter Space

Once we find an optimal Z* using the SDP in , we can transform it to the neural network param-
eter space with at most d neurons using the eigenvalue decomposition of Z* as Z* = Z?Zl uju;fpozj.
However, we can also generate a neural network with an arbitrary number of neurons, which is also
optimal. We now describe this construction below for an arbitrary number of neurons m > 2d. Let

us pick an arbitrary m/2 x d matrix H with orthonormal columns, i.e.,

m/2
Iy=H"H =Y h;hl, (52)
j=1
where hi, ..., hy /o are the rows of H and we assume m/2 > d. One can generate such matrices

using randomized Haar ensemble, or partial Hadamard matrices. Then, we can represent Z* using

7 =7*HTH
m/2
* T
= Z*hh] .
j=1

Since Z* is a symmetric matrix, ZTZ/I A *hjh? is also symmetric, and we can write

1 m/2

* * T T 7%
Jj=

Finally, for each term in the above summation, we employ the symmetrization identity

oy +ya” = 5 (@ + )+ )~ @y - y)T)

valid for any =,y € RY. We arrive at the representation

m/2
* 1 * * * *
Z" = > (Z*hy + h)(Z*hy + hy)" = (Z7hy — hj)(Z7hy — hy)T) (53)
j=1
= Z uju?ozj , (54)
j=1

where u; = Z*h; + hj, aj = 1/4 for j = 1,...,m/2 and v; = Z*hj; — hj, aj = —1/4 for j =
m/2+1,...,m.

Since the matrix H is arbitrary, one can map an optimal Z* matrix from the convex semidefinite
program to infinitely many optimal solutions in the neural network parameterization space.
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6 Standard Weight Decay Formulation is NP-Hard

In Section |5 we have studied two-layer neural networks with quadratic activation and cubic regu-
larization and derive a convex program whose solution globally optimizes the non-convex problem.
In this section, we show that if, instead of cubic regularization, we have quadratic regularization
(i.e. weight decay), the resulting optimization problem is an NP-hard problem.

Theorem 6.1. The two-layer neural network optimization problem with quadratic activation and
standard £o-squared reqularization, i.e., weight decay, in 1s NP-hard for any value of m as
8 —0.

The remainder of this section breaks down the proof of Theorem At the core of the proof
is the polynomial-time reduction of the problem to the NP-hard problem of phase retrieval.

6.1 Reduction to an Equivalent Problem

The optimization problem for training a two-layer fully connected neural network with quadratic
activation and quadratic regularization can be stated as

{ogus bty

m m

. : B

p = min L[> (Xu)ay, y +;Z(!O¢j\2+llug'|!§), (55)
=1 j=1

where the scaling factor ¢ is the same as before (i.e. ¢ = 254273 ~ 1.88988). Rescaling u; < u]t;/2

and aj < a;/tj for t; >0, 7 =1,...,m, we obtain the following equivalent optimization problem

m m

« . B
pr= min 0| (Xu)lay,y |+ 5D (e + llullsty) (56)
{ojus}72 =1 ¢ j=1

Note that the regularization term is convex in ¢; for ¢; > 0. Optimizing the regularization term

loy |
llwll2

2/3
with respect to t; leads to t; = 21/3 ( > and plugging this in yields

m
: 4/3
v = min (0G| 83 a1 (57)
{aj7uj}j 1 i—=1 1
Jj= j=
Defining scaled weights o = ajlujl|3 and uj = uj/||luj|2, we obtain the equivalent problem
m m
Pt = min ¢ (Xui)2a, y | + 8 o3, (58)
(o iy 8.l ll2=1, V) JZ=:1 I ; J

This shows that solving the standard weight decay formulation is equivalent to solving a 2/3-
norm penalized problem with unit norm first layer weights.

6.2 Hardness Result

We design a data matrix such that the solution coincides with solving the phase retrieval problem
which is NP-hard (see [I8]). We consider the equality constrained version of (58), i.e., 8 — 0,
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which is given by

Z|a |2/3

s.t. Z(Xuj)2aj =y. (59)

j=1

{oyus 3ty St [l ll2= 1VJ

6.2.1 Addition of a Simplex Constraint

Let the first d rows of the data matrix X be elT, ey eg and let the first d entries of y be 1/d. Then,
the constraint ) 7" | (X uj)? = y implies

m
Zu?kajzl/d fork=1,...,d. (60)
j=1
Summing the above for all £k = 1,...,d, and noting that Zizl u?k = 1 lead to the constraint
Z;n:1 aj = 1.

6.2.2 Reduction to the NP-Hard Phase Retrieval and Subset Sum Problem

We let X = [I; X] and y = [21; §] to obtain the simplex constraint > ity =1 as shown in the
previous subsection. In this case, the optimization problem reduces to

min |aj|?/3
{aJ:“J}m 1 8.t Jlujllz=1 VJ Z
m ~
s.t. Z(X’U,j)QOéj =y

Jj=1

Zu?kajzl/d, k=1,...,d

iaj =1. (61)
j=1

Suppose that there exists a feasible solution {a;f, U which satisfies ||a*||o = 1, where o] = 1

*1m
JTi=1
and uiTu} = 1 with only one nonzero neuron. Then, it follows from Lemma that this solution

is strictly optimal. Consequently, the problem in is equivalent to

find ui
st. (@Fu)? =g, i=1,...,(n—d)
wi=1/d, k=1,...,d. (62)

Lemma 6.2 ({, minimization recovers 1-sparse solutions when 0 < p < 1).
Consider the optimization problem

m
min Z |avi|P
QLo m £

Y ai=laccC, (63)
=1
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where C is a convex set and p € (0,1). Suppose that there exists a feasible solution o € C and
> af =1 such that ||a*||o = 1. Then, o* is strictly optimal with objective value 1. More precisely,
any solution with cardinality strictly greater than 1 has objective value strictly larger than 1.

6.2.3 NP-hardness Proof

Subset sum problem given in Definition 4| is a decision problem known to be NP-complete (e.g.
[18]). The decision version of the problem in can be stated as follows: Does there exist a
feasible u1? We show that this decision problem is NP-hard via a polynomial-time reduction to the
subset sum problem.

Definition 4 (Subset sum problem). Given a set of integers A and an integer z, does there exist
a subset Ag whose elements sum to z?

Lemma establishes the reduction of the decision version of to the subset sum problem.
The proof is provided in the appendix and follows the same approach used in the proof for the

NP-hardness of phase retrieval in [I8], with the main difference being the additional constraints
u? =1/d, k=1,...,din (62). Finally, Lemma concludes the proof of Theorem

Lemma 6.3. Consider the problem in . Let the first d samples off( e RUTDXA " genoted
Xp € R¥4 be any diagonal matriz with —1’s and +1’s on its diagonal, and let the (d+1)’st
sample be Tq11 = Vid [al ad]T. Then, the decision version of the resulting problem returns
yes’ if and only if the answer for the subset sum problem with A = {ay,...,aq} is yes’.

Remark 6.1. It follows from Theorem[6.1 that the two-layer neural network training problem with
polynomial activation and unit norm first layer weights and Zj |aj|P as the reqularization term with
p < 1 s also NP-hard for B — 0 since it reduces to the quadratic activation case for the polynomial
coefficients a = 1,b=0,c = 0.

7 Vector Output Networks

The derivations until this point have been for neural network architectures with scalar outputs,
i.e., y; € R. In this section, we turn to the vector output case y; € R¢ where C is the output
dimension, and derive a convex problem that has the same optimal value as the non-convex neural
network optimization problem. We exploit the same techniques described in the scalar output case
except for the part for constructing the vector second layer weights from the solution of the convex
program. In the scalar output case, the convex problem is over the symmetric matrices Z, Z’ and
in the vector output case, the optimization is over C' such matrix pairs Zy, Z;, k=1,...,C.

We begin our treatment of the vector output case by considering the neural network defined by

m
@) =Y ol@"uy)al (64)

j=1

where o € RY, j =1,...,m are the vector second layer weights. Note that in the scalar output
case, the second layer weights o; were scalars. Taking the regularization to be the ¢; norm of
the second layer weights, the neural network training requires solving the following non-convex
optimization problem

m
p* = min o(Xuj)ag , Y | +8) o, (65)
{ug,05}7 8.6 s [l2=1,v) ; 2 ; !
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where Y € R"*C is the output matrix. Equivalently,

min ¢ (Y, Y) +8Y oyl st V=3 o(Xu)al.  (66)
j=1

*— min
{u}ey 8. fluslla=1,Y5 {a;}m,, Jj=1

p

The dual problem for the inner minimization problem is given by

max —0*(—v) st |l o(Xuj)| < B,V k, (67)

where v € R"*C is the dual variable and v, € R" is the k’th column of v.
Theorem [7.1] gives the main result of this section.

Theorem 7.1 (Globally optimal convex program for polynomial activation vector output net-
works). The solution of the convex problem in provides a global optimal solution for the vector
output non-convexr problem in when the number of neurons satisfies m > m* where

C

m* =) (rank(Z}) + rank(Z;")). (68)

k=1
The optimal neural network weights are determined from the solution of the convexr problem via
the neural decomposition procedure for each Z; and Z,'C* and the construction given in . The
optimal number of neurons is upper bounded by m* < 2(d + 1)C.

Proof of Theorem [7.1. Applying the S-procedure for the constraints in the dual problem ([67), we
obtain the following maximization problem

max — £*(—v)

T 1 T
it [ﬂk,lf - alz?;l Tiwp vk b XUk ] =0, k=1,...,C
P B—cl” vp—pr1
I [ IpxT
Pk,2 -+ alz%_l Lily Uik Q*T Uk > 07 k= 17 . C. (69)
§bka B+cl Vg — Pk,2

Next, let us introduce the following Lagrange multipliers

Zya Zip (d-+1) x (d+1) o2k Zgs (d-+1)x (d+1)
Zy, = ’ “eS , L= ' “lesS , k=1,...,C. 70
‘ [Zk,?) Zk,zj " Zia (70)

Then, the Lagrangian is

L (U, {pk,la PE,25 Zk, lec}kczl) =
C C n C

= —L(=v) + > (peatr(Ziy) + pratr(Z41)) —a > > viga] (Zey — Zp1)wi — b Y 0f X(Zro — Zho)+
k=1 k=1 1=1 k=1
C C n
+) ((B=pe1)Zra+ (B = pr2)Zha) — > > 0nilZia — Zha). (71)
k=1 k=1 11=1

Finally maximizing the Lagrangian leads to the following convex SDP:
. ~ ¢ ,
{Zkzzgf;)/:I:lZ]/CT}kc:lg(Y’ ne ;(ZM + Zd)
st Yip = ax] (Zey — Zp1)%i + b3] (Zip — Zho) + c(Zia — Ziy), i€ [0, k€ [C]
tr(Zr1) = Zia, t0(Zy) = Zpyy k=1,...,C
Zr=0, Z;. =0, k=1,...,C. (72)
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We construct the neural network weights from the optimal solution of the convex program as
follows. We follow the neural decomposition procedure from Section [f] for extracting neurons from

each of the matrices Z; and Z, * k=1,...,C. The decompositions for Z; will be of the form
Tk Tk Tk
T 72 2 2
Zpy = Zuk,juk,jdk,j, Zyo = Zuk,jdk,ja Zyy = de;,j‘ (73)
j=1 j=1 J=1

Then, the weights due to Z;, k =1,...,C are determined as follows:

First layer weights:  {ui 1, u12,..., 10}, {uc1,uc2, .., UCre }

Second layer weights: {d1 e d? 26{, 3 €l . {dc e8, 02€Ca o, d5 TCeC} , (74)

where ej, denotes the k’th C-dimensional unit vector, and 7y, is the rank of the matrix Z; . In short,
the matrix Z;; with rank ry leads to the first layer weights {uy 1, ug2, ..., uk m} and the second
layer weights {d%leg,dz’ze{, . krk } The weights due to Z.", k = 1 ,C' are determined
the same way. Then, we reach the following neural network construction:

C T c T
2
X) = Z Z U(Xuk,c)dﬁ,je{ + Z Z o(Xuy, . )dy ; el (75)

k=1 j=1 k=1 j=1

Finally, the total number of neurons that the convex problem finds is Zgzl(rk + 77,). The
maximum number of neurons occurs if all Z; and Z," are full rank, and this corresponds to a
maximum total of 2(d + 1)C neurons.

We plug the decomposition expressions given in in the convex program in to conclude
that the optimal value of the convex program is an upper bound for the non-convex optimization
problem . The k’th entry of the estimate for the ¢’th training sample is

Tk T
Z Uk,j U, Jdkj T Zuk ]uk] ;c,jQ) zi + baj, Z ukvjdid T Z u}v’j(—d;w?) +
j=1 j=1
T
Y (=di”)
j=1
Tk T,
= ol urg)di; + D olalul ;) (~di ;). (76)
Jj=1 7j=1

It follows that the output vector for the i’th sample is

C rg C T;C
N 2
= Z Z U(xiTUk,j)dz,je;}F + Z Z O-(szu;c,j)(_ ?w )e;‘cr . (77)

k=1 j=1 k=1 j=1

We note that this output is of the same form as the non-convex case . We also need to check
that the regularization term is equivalent to the sum of ¢; norms of the second layer weights:

C C g c T
B (Zia+ Zea) =B > di;+BY > diy’
k=1

k=1 j=1 k=1 j=1

C rg
=By ldi ekH1+5ZZH ciy (78)

k=1 j=1 k=1 j=1
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which is of the form 8", |la;[|1. Hence, the neural network weights that we obtain via the neural
decomposition procedure lead to an upper bound for the original non-convex optimization problem.
This concludes the proof that the optimal solution of the convex problem provides a global
optimal solution to the non-convex problem . O

8 Convolutional Neural Networks

In this section, we consider two-layer convolutional networks with a convolutional first layer and a
fully connected second layer. We will denote the filter size by f. Let us denote the patches of a
data sample z by z1, ..., zx where the patches have the same dimension as the filters, i.e., z;, € RS,
The stride and padding do not affect the below derivations as they can be readily handled when
forming the patches. The output of this network is expressed as:

flx) = Z o(ztu;) g, (79)

where u; € RS denotes the j’th filter. We will take the regularization to be the ¢; norm of the
. T K -
second layer weights a;; = [ajl ajK] eR* j=1,...,m

m K
pF = mi min  £(g, y +BZ lajlli st ZZO’ (XFuy)ap, (80)

fusi}iLys. t ||u3||2 1,vj {ey}jL,.9 =1 k=1
where we use X;, € R™/ to denote the matrix with the k’th patch of all the data samples. The
dual for the inner minimization problem is given by

max —¢*(—v) st |olo(Xpuy)| < 8,5, k. (81)

We state the main result of this section in Theorem

Theorem 8.1 (Globally optimal convex program for polynomial activation convolutional neural
networks). The solution of the convex problem in provides a global optimal solution for the
non-convexr convolutional neural network problem in when the number of filters is at least
(rank(Zf) + rank(Z,")) and equivalently, the number of neurons satisfies m > m* where

K
KZ (rank(Z) + rank(Z},")). (82)
k=1

The optimal neural network weights are determined from the solution of the convex problem wvia
the neural decomposition procedure for each Z;; and Z,;*. The optimal number of filters is upper
bounded by 2(f + 1)K and the optimal number of neurons is upper bounded by m* < 2(f + 1)K?.

Proof of Theorem [8.1. We apply the S-procedure to replace the constraints of with equivalent
LMI constraints and this yields

max — {*(—v)

n T 1 T
pk,lI - aZizl xiykxi,kvi _bek v >0 E=1 K
s.t. lb TX IT ~ U, =1, s
—5bvt Xy B—cl v—pga
n T 1 T
pe2l +ad Tj Ty Vi 50X v .0, k1 K <3
1. T =T Y — Ly ; ( )
5bv" X, B+cl v—pra
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where x; , € RS denotes the k’th patch of the i’th data sample. The Lagrangian is as follows

L (Ua {Pk 1, pk‘ 2 Zk7 ZIQ;}?*I) -

K K n
:—f* +Z pklterl)—i—pkgtr(Zkl —CLZZUI 'Lk: Zkl_Zkl)xzk bZU Xk ZkZ_ZkQ)
k=1 k=11i=1 k=1
K K n
+Z (B = pr1)Zra+ (B —pr2)Zia) — szvi(ZkA_lecA)a (84)
k=1 k=1 1i=1

where Zy, Z] are (f + 1) x (f + 1) dimensional symmetric matrices. Maximizing the Lagrangian
with respect to v, pp 1, pr2, k= 1,..., K yields the convex SDP

=

min 0G,y)+ B> (Zia+ Zi )
{Zk:Z/z:ZI/c:ZI/cT}iil ;

K
s.t. yZ—alekal—Zkl):Ezk—l—be (Zra— Zio) + ¢y (Zna— Zhy), i€ Nl
k=1

k=1 k=1
tr(Zk’l) = Zk’4, tr(Zl/c,l) = ZIQ:A? k= 1, ce ,K
Zp =0, Zi. =0, k=1,... K. (85)

We now show that the convex program in provides an upper bound for the non-convex
problem via the same strategy that we have used for the vector output case in Section [ We
construct the neural network weights from each of the matrices Z; and Z,’C*, k=1,...,K via
neural decomposition:

Tk Tk Tk
* 2T g2 * 72 * 2
Ziy =) unguiyde g Zia=) ungdij, Zia=) di;, (86)
=1 =1 =1

and the weights due to each Z;, are

First layer filters: w1, ug2,. .., Ukr,
Second layer weights: {dk 1,0 .,0},{0,d? 2:0,...,0},...,{0,0,0,.. ., dp ) (87)

To clarify, for each filter uy, ;, we have K (scalar) weights in the second layer because we apply the
same filter to K different patches and the resulting K numbers (after being input to the activation
function) each are multiplied by a different second layer Weight The second layer weights associated
with the filter uy ; will be these K numbers: {0,...,0, dz . ;0 ,0}, where the only nonzero entry
is the j'th one. Consequently, each Z; matrix produces rank(Z ¢) filters and K rank(Z ) neurons.
Including the weights due to Z}," as well, we will have SK (e + ry.) filters and K SO (e + )
neurons in total. The optimal number of filters is upper bounded by 2(f + 1)K and the optimal
number of neurons is upper bounded by 2(f + 1) K?2.

We omit the details of plugging the weights into the convex objective to show that it becomes
equivalent to the non-convex objective. The details are similar to the vector output case. O

9 Average Pooling

In this section we will consider convolutional neural networks with average pooling. We will denote
the pool size by P. Let us consider a two-layer neural network where the first layer is a convolutional
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layer with filter size f. The convolutional layer is followed by the polynomial activation, average
pooling, and a fully connected layer. We will denote the number of patches per sample by K. The
output of this architecture can be expressed as

m K/P
Z Z ( ZU = 1)P+lu])> Qjik - (88)
7j=1 k=1 =1

We note that the number of parameters in the second layer (i.e. aji’s) is equal to m%. The
optimization problem for this architecture can be written as

m K/P
1
P = min min  {(g, y) + S logllr st o) o(X(k—1)P+145) | %k »
{“]}] 1 8.8 [lujll2=1, V5 {aJ} 19 Z ! ;k:l P; ( S ’
(89)
where a; = [aﬂ amK/p]T, j =1,...,m. The dual of the inner minimization problem is
given by
1 P
max—¢*(—v) st [0 (P lzlamk_nmluj)) < B,V k. (90)

Theorem [0.1] states our result for CNN with average pooling.

Theorem 9.1 (Globally optimal convex program for polynomial activation convolutional neural
networks with average pooling). The solution of the convex problem in provides a global optimal
solution for the mon-convexr problem for the convolutional neural network with average pooling in
(89) when the number of neurons satisfies m > m* where

K/P

m' = > (rank(Z}) + rank(Z;")). (91)
k=1

The optimal neural network weights are determined from the solution of the convexr problem via
the neural decomposition procedure for each Z; and Z,’c*. The optimal number of neurons is upper

bounded by m* < 2(f + 1)1;—22.
Proof of Theorem [9.1. We rewrite the constraints of the dual problem as follows:

P n
1 - .
—-B< f Z (uf (azxi,(k1)P+l$;{(k1)P+zUi) u; + bUTX(k,l)pHuj + ch 1) <8, Vi, k.
=1 i=1
(92)
S-procedure allows us to write this problem equivalently as

max — £*(—v)

P
s.t pral = ap Xim Xiy T, (k1) PHT (1) P41l b 1 XGo1ypav =0, k=1 K/P
o 1 P T ~ 0, =1,...,
ﬁbZl:I v X(k—l)P+l B — cl V= Pkl
P
P2l +ap Tict Ty T, (k1) PHT (1) P03 b - XGm1yp? =0, k=1 K/P
#b ZZP:1 UTX(kfl)PH B+ 1 v— Pk.2 -
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The Lagrangian is as follows

( {0k,15 Pr2, Zis Zk}K/P>

K/P 1 K/P P n
= —E* + Z pkltr(Zk’ 1) +pk2tr(Z]g 1)) F Z Uixz:(k—l)P-;-l(Zk,l — Z]/c,l)wi,(k—l)P+l
k=1 k=1 1=1 i=1
 KP K/P K/P n
—b5 S VT Xy pri(Zrz = Zho) + Y ((B=pren) Zea+ (B = pr2)Zha) —¢ D Y vi(Zea— Zpy)
k=1 I=1 k=1 k=1 i=1

(94)

where Zy, Z]. are (f +1) x (f + 1) dimensional symmetric matrices. Maximizing the Lagrangian
with respect to v, pg.1, pr2, kK =1,..., K/P yields the following convex SDP:

K/P
min UG, 9) + B ) (Zka+ Zy.4)
(=2 22 YL ; o
K/P P 1 K/P p
st 0= a* Z Zfﬁ o1y P2 (Zit = Z3, )T (k1) Pyt + bf Z ZxZ(k—l)P—H(Zk,Q — Z} o)+
P =1 =1
K/P
+¢Y (Zka—Z4a), i€n]
=1
tr(Z1) = Zias t1(Zpy) = Zpy, k=1,...,K/P
Zy =0, ZL=0, k=1,... K/P. (95)

We omit the details of constructing the neural network weights from the solution of the convex
SDP Z}.Z,", k=1,...,K/P which follows in a similar fashion as the proof of Theorem O

We note that when we pick the pool size as P = 1, this is the same as not having average
pooling, and the corresponding convex program is the same as , derived in Section The
other extreme for the pool size is when P = K and this corresponds to what is known as global
average pooling in which case the convex SDP simplifies to

min (9, y) + B(Z1 + Z})
z=zT 7'=7'T
1 K
s.t. yz = (IE CUZ—VZ Zl Zi1 + b* Z le Zé) + C(Z4 — Zzll), 1€ [n]
Z =0, Z'=0. (96)
We note that the problem has only two variables Z and Z’. This should be contrasted with
the convolutional architecture with no pooling which has 2K variables.

10 Numerical Results
In this section, we present numerical results that verify the presented theory of the convex formu-

lations along with experiments comparing the test set performance of the derived formulations. All
experiments have been run on a MacBook Pro with 16GB RAM.
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Solvers: We have used CVXPY [I1] 1] for solving the convex SDPs. In particular, we have
used the open source solver SCS (splitting conic solver) [40} 41] in CVXPY, which is a scalable first
order solver for convex cone problems.

Furthermore, we have solved the non-convex problems via backpropagation for which we have
used PyTorch [42]. We have used the SGD algorithm for the non-convex models. For all the exper-
iments involving SGD in this section, we show only the results corresponding to the best learning
rate that we select via an offline hyperparameter search. The momentum parameter is 0.9. In the
plots, the non-convex models are either labeled as 'Backpropagation (GD)’ or 'Backpropagation
(SGD)’. The first one, short for gradient descent, means that the batch size is equal to the number
of samples n, and the second one, short for stochastic gradient descent, means that the batch size
is not n and the exact batch size is explicitly stated in the figure captions.

Polynomial approximation of activation functions: To obtain the degree-2 polynomial
approximation of a given activation function o(u) such as the ReLU activation, one way is to select

the polynomial coefficients a,b, ¢ that minimize the ¢, norm objective ||T' [a b C]T — 5|2 with

t% t1 1 U(tl)
T = : , 5§ = : , (97)

t?v tny 1 o(tn)

where t;’s are linearly spaced in [L,U]. The lower and upper limits L and U specify the range in
which we would like to approximate the given activation function. For instance, when L = —5,
U =5, N =1000 and o(u) is the ReLU activation, the optimal polynomial coefficients are a =
0.09,b = 0.5,c¢ = 0.47. When we change the approximation range to a slightly narrower one with
L = —4,U = 4, the coefficients then become a = 0.12,6 = 0.5,¢ = 0.38. Note that the training
data can be normalized appropriately to confine the range of the input to the neurons and control
the approximation error.

10.1 Results for Verifying the Theoretical Formulations

The first set of numerical results in Figure [7] is for verifying that the derived convex problems
have the same optimal value as their non-convex counterparts. The plots in Figure [7] show the
non-convex cost against time when 1) the non-convex problem is solved in PyTorch and 2) the
corresponding convex problem (see Table [1]) is solved using CVXPY. The number of neurons for
the non-convex models in all of the plots in Figure [7]is set to the optimal number of neurons m*
found by the convex problem.

Figure [7| demonstrates that solving the convex SDP takes less time than solving the associated
non-convex problem using backpropagation for all of the neural network architectures. Figure
also shows that the training of the non-convex models via the backpropagation algorithm does not
always yield the global optimal but instead may converge to local minima. In addition, we note
that the plots do not reflect the time it takes to tune the learning rate for the non-convex models,
which was performed offline.

10.2 Experiments on UCI datasets

We now show how the derived convex programs perform in the context of classification datasets.
The datasets used in this subsection are from the UCI machine learning repository [13]. The plots
in Figure |8 show the training and test set costs and classification accuracies for binary classification
datasets and the plots in Figure [J] are for multiclass classification datasets. The convex program
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Figure 7: The numbers in the sub-captions refer to the parameters (n, d, m*). These figures show the
training cost against time for backpropagation (blue solid curves) and the convex problem (red cross
shows timing of the convex solver) for the following problems: a,b,c: Quadratic activation scalar
output, d,e,f: Polynomial activation scalar output, g,h,i: Polynomial activation vector output, j.k.lI:
Polynomial activation convolutional. The data is artificially generated with 5 planted neurons and
the data matrix is the element-wise 4’th power of an i.i.d. Gaussian matrix. The regularization
coefficient is 8 = 0.1 in all of the experiments. The polynomial coefficients for the architectures with
polynomial activation are a = 0.09, b = 0.5, ¢ = 0.47 (i.e. the ReLU approximation coefficients).
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Figure 8: Results on UCI binary classification datasets. DS1: dataset 1 is the breast cancer dataset
(n = 228,d = 9), DS2: dataset 2 is the credit approval dataset (n = 552,d = 15). Polynomial
activation with a = 0.09, b = 0.5, ¢ = 0.47 is used. Number of neurons that the convex program
found is 16 and 18 for DS1 and DS2, respectively. The regularization coefficient is § = 0.01 and
B = 10 for DS1 and DS2, respectively.

used for solving the binary classification problem is the scalar output polynomial activation problem
given in and for the multiclass problem it is the vector output version given in ([72]).

We note that the training cost plots of Figure [§ and [9] are consistent with the theoretical
results. The accuracy plots show that the convex programs achieve the same final accuracy of the
non-convex models or higher accuracies in shorter amounts of time.

Table [2| shows the classification accuracies of various fully connected neural network architec-
tures on binary classification UCI datasets. For each dataset, the training and validation partitions
are as pre-processed in [I7]. The training and validation partitions are used to select the best
hyperparameters. The hyperparameter search for the non-convex models includes searching for the
best regularization coefficient 8 and learning rate. Gradient descent has been used to optimize the
non-convex models and the number of epochs is 1000. After determining the best hyperparame-
ters, we compute the 4-fold cross validation accuracy and report it in this table. The partitions for
the 4-fold cross validation are also the same as those pre-processed by [I7]. Furthermore, for the
results shown in Table [2 the number of neurons for all the non-convex models is set to 2(d + 1),
which is the maximum number of neurons that the polynomial activation convex SDP could output
(see Theorem [3.1)). Table |2/ shows that the convex SDP achieves better or similar accuracy values
compared to the non-convex models on most of the datasets.

10.3 Comparison with ReLU Networks

We compare the classification accuracies for polynomial activation and ReLLU activation in Figure
on three different binary classification UCI datasets. The regularization coefficient has been picked
separately for polynomial activation and ReLU activation networks to maximize the accuracy.
Figure demonstrates that the convex SDP shows competitive accuracy performance and faster
run times compared to ReLU activation networks.
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dataset n d | R-Q P-C Cvx 111 Cvxr-app Cvx s-app | max(Cvx)
acute-inflammation 120 6 100.0 100.0 | 100.0 100.0 100.0 100.0
acute-nephritis 120 6 | 100.0 100.0 | 100.0 100.0 100.0 100.0
breast-cancer 286 9 |69.37 73.59 | 73.59 72.89 72.89 73.59
breast-cancer-wisc-diag 569 30 | 79.05 95.95 | 95.42 96.13 96.13 96.13
breast-cancer-wisc-prog 198 33 | 80.1  79.08 | 77.55 79.59 77.55 79.59
congressional-voting 435 16 | 61.47 61.47 | 61.47 61.7 61.47 61.7
conn-bench-sonar-mines-rocks 208 60 | 79.81 79.33 | 81.73 79.81 75.0 81.73
cylinder-bands 512 35| 75.59 75.2 75.59 76.95 76.37 76.95
echocardiogram 131 10 | 84.09 83.33 | 85.61 85.61 84.09 85.61
fertility 100 9 | 89.0 86.0 88.0 88.0 88.0 88.0
haberman-survival 306 3 | 73.03 73.68 | 71.38 73.36 72.04 73.36
heart-hungarian 294 12 | 83.56  83.9 83.22 84.25 84.25 84.25
hepatitis 155 19 | 80.13 89.1 | 80.13 77.56 80.13 80.13
horse-colic 368 25 | 81.67 81.0 81.67 80.33 84.0 84.0
ilpd-indian-liver 583 9 | 73.63 72.95 | 71.92 73.12 72.95 73.12
molec-biol-promoter 106 57 | 77.88 78.85 | 72.12 82.69 78.85 82.69
monks-1 556 6 | 84.68 70.16 | 75.81 81.45 81.45 81.45
parkinsons 195 22 ] 90.82 87.24 | 88.27 86.73 91.33 91.33
pittsburg-bridges-T-OR-D 102 7 | 8.0 88.0 82.0 87.0 87.0 87.0
planning 182 12 | 71.67 71.11 | 71.67 71.11 71.11 71.67
spect 265 22 | 60.0 75.0 | 71.25 60.0 58.75 71.25
spectf 267 44 | 72.5 75.0 58.75 60.0 77.5 77.5
statlog-heart 270 13 | 82.46 85.07 | 81.72 83.58 83.21 83.58
vertebral-column-2clases 310 6 | 87.01 85.71 | 82.79 87.01 84.42 87.01

Table 2: Classification accuracies on binary classification UCI datasets. The first 3 columns are the
dataset name, the number of samples n in the dataset, and the dimension d of the samples. The re-
maining columns show the classification accuracies (percentage) for various models. The highest ac-
curacies for each dataset are shown in bold font. Abbreviations used in the table are as follows: R-Q:
Non-convex two-layer neural network model with ReLU activation and quadratic regularization (i.e.
weight decay), P-C: Non-convex two-layer neural network model with polynomial activation with
coefficients a = 0.09,b = 0.5, ¢ = 0.47 and normalized first layer weights and ¢; norm regularization
on the second layer weights, Cvx 111: Convex SDP with polynomial coefficients a = 1,b=1,¢ =1,
Cvx r-app: Convex SDP with polynomial coefficients a = 0.09,b = 0.5,¢ = 0.47 (approximating
ReLU activation), Cvx s-app: Convex SDP with polynomial coefficients a = 0.1,b = 0.5,¢ = 0.24
(approximating swish activation), max(Cvx): The highest accuracy among the convex SDPs.
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Figure 9: Results on UCI multiclass classification datasets. DS3: dataset 3 is the annealing dataset
(n =638,d = 31,C = 5), DS4: dataset 4 is the statlog vehicle dataset (n = 676,d = 18,C = 4).
Polynomial activation with a = 0.09, b = 0.5, ¢ = 0.47 is used. Number of neurons that the convex
program found is 172 and 107 for DS3 and DS4, respectively. The regularization coefficient is 5 =1
both for DS3 and DS4.

10.4 CNN Experiments

Figure [I1] shows the binary classification accuracy performance of the CNN architecture with global
average pooling on MNIST [32], Fashion MNIST [52], and Cifar-10 [29] datasets. Figure [11] com-
pares the non-convex tractable problem, the corresponding convex formulation, and the non-convex
weight decay formulation. By the weight decay formulation, we mean quadratic regularization on
both the first layer filters and the second layer weights. We observe that the accuracy of the con-
vex SDP is slightly better or the same as SGD while the run time for the convex SDP solution is
consistently shorter than the time it takes for SGD to converge.

10.5 Regularization Parameter

Figure [12| shows how the accuracy changes as a function of the regularization coefficient 3 for the
convex problem for two-layer polynomial activation networks. Figure |12 highlights that the choice
of the regularization coeflicient is critical in the accuracy performance. In plot a, we see that
the value of § that maximizes the test set accuracy is § = 10 for which the optimal number of
neurons m* is near 20. We note that for the dataset in plot a, the optimal number of neurons is
upper bounded by m* < 2(d + 1) = 32. Similarly for plot b, the best choice for the regularization
coefficient is § = 1 and the optimal number of neurons for 8 = 1 is near 40. Furthermore, we
observe that a higher value for 8 tends to translate to a lower optimal number of neurons m*
(plotted on the right vertical axis). Even though the convex optimization problem in has a
fixed number of variables (in this case, 2(d + 1)?) for a given dataset, a low number of neurons is
still preferable for many reasons such as inference speed. We observe that the number of neurons
can be controlled via the regularization coefficient 5.
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Figure 10: Comparison of classification accuracies for neural networks with ReLLU activation, poly-
nomial activation (¢ = 0.09,b = 0.5,¢ = 0.47), and the convex SDP. DS1: dataset 1 is the
oocytes-merluccius-nucleus-4d (n = 817,d = 41), DS2: dataset 2 is the credit approval dataset
(n = 552,d = 15), DS3: dataset 3 is the breast cancer dataset (n = 228,d = 9).
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Figure 11: Binary classification with polynomial activation convolutional neural network with pool-
ing and the corresponding convex SDP. Legend labels are as follows. SGD - tractable: The non-
convex problem in , SGD - weight decay: Non-convex problem with quadratic regularization
on all weights, Convexr SDP (optimal): The convex problem in . Polynomial coefficients are
a = 0.09,b = 0.5,c = 0.47. Filter size is f = 3, stride is 1, and no padding is used. Batch size
for SGD is 100. The regularization coefficient is 3 = 107%. Constrained least squares form of the
convex program was used for speed (see section and the pre-computation step, not shown
in the plots, takes 2 minutes. Plots a, b show the binary classification accuracy on the first two
classes of the MNIST dataset where the classes are the digits 0 and 1 and there are 12600 gray-scale
images of size 28 x 28. Plots ¢, d show the binary classification accuracy on the first two classes
of Fashion-MNIST dataset where the classes are "T-shirt/top’ and "Trouser’ and there are 12000
gray-scale images of size 28 x 28. For plots e, f, the dataset is Cifar-2 (the first two classes of the
Cifar-10 dataset) and has 10000 RGB images each of size 32 x 32 x 3.
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Figure 12: Accuracy (left vertical axis) and optimal number of neurons (right vertical axis) against
the regularization coefficient 5 on binary classification datasets. These results have been obtained
using the convex program in .

10.6 Other Losses

We have so far evaluated the performance of the derived convex programs for squared loss, i.e.
09,y) = ||§ — y||3- We reiterate that the derived convex programs are general in the sense the
formulations hold for any convex loss function £. To verify this numerically, we now present results
for additional loss functions such as Huber loss and ¢; norm loss in Figure More concretely,
Huber loss is defined as £(g,y) = Y ;- ; Huber(y; — v;) where Huber(z) = 2|z| — 1 for |z| > 1 and
Huber(z) = 22 for |z| < 1. The ¢; norm loss is £(7,y) = || — y|l1. We observe that in the case of
£1 norm loss, backpropagation takes longer to converge.

10.7 The Effect of Polynomial Coefficients

The plots in Figure show the classification accuracy against the polynomial coefficients a, b, ¢
for the polynomial activation convex problem. In each plot, we vary one of the coefficients and fix
the other two coefficients as 1. We observe that the coefficient of the quadratic term a plays the
most important role in the accuracy performance. The accuracy is not affected by the choice of
the coeflicient c.

11 Discussion

In this paper, we have studied the optimization of two-layer neural networks with degree two poly-
nomial activations. We have shown that regularization plays an important role in the tractability of
the problems associated with neural network training. We have developed convex programs for the
cases where the regularization leads to tractable formulations. Convex formulations are useful since
they have many well-known advantages over non-convex optimization such as having to optimize
fewer hyperparameters and no risk of getting stuck at local minima.

The methods presented in this work optimize the neural network parameters in a higher di-
mensional space in which the problem becomes convex. For fully connected neural networks with
quadratic activation, the standard non-convex problem requires optimizing m neurons (i.e. a d-
dimensional first layer weight and a 1-dimensional second layer weight per neuron). The convex
program for this neural network finds the optimal network parameters in the lifted space S#*?. For
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polynomial activations, convex optimization takes place for Z and Z’ in S{@H1*(d+1) We note that
the dimensions of the convex programs are polynomial with respect to all problem dimensions. In
contrast, the convex program of [43] has 2d P variables where P grows exponentially with respect
to the rank of the data matrix.

We have used the SCS solver with CVXPY for solving the convex problems in the numerical
experiments. It is important to note that there is room for future work in terms of which solvers to
use. Solvers specifically designed for the presented convex programs could enjoy faster run times.

The scope of this work is limited to two-layer neural networks. We note that it is a promising
direction to consider the use of our convex programs for two-layer neural networks as building
blocks in learning deep neural networks. Many recent works such as [2] and [4] investigate layerwise
learning algorithms for deep neural networks. The training of individual layers in layerwise learning
could be improved by the presented convex programs since the convex programs can be efficiently
solved and eliminate much of the hyperparameter tuning involved in standard neural network
training.
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A Additional Discussion

A.1 Constrained Least Squares Form for the Squared Loss

Let us consider the polynomial activation scalar output case. In the case of squared loss ¢(7,y) =
|19 — yl3, the convex program takes the following form:

n

. 2
min > (aa] (21 — Z0)wi + b (Zo — Z5) + c(Za — Z4) — wi)” + B(Za + Z4)

=1
st. tr(Zy) = Zy, tx(Z7) = Z}
Z=0,7 =0. (98)

Noting that az! (Z; — Z})z; = vec(z;xl)T vec(Zy — Z}), we can write the squared loss term as

2

. vec(Z1 — Z1)]

Z lavec(ziz] )" b ] 2y — 2y ks

i=1 Zs ~ Z
avec(z121)T bal ¢ vee(Zy — Z7)] 2

_ H : Zy — 7} —yHQ: IXvz —yli3
avec(xpzl)T b2l ¢ Za =2

where we have defined Xy € R™(@+d+D) and » € RE@+d+) The squared loss term is equal to
X Xvz = 29" Xy z + |lyl3-

If we pre-compute X Xy € R(@P+d+D)x (@ +d+1) gpd Xty € R(@+d+1)  then the objective no
longer has dependence on the number of samples n. We note that the pre-computation of X‘I;XV
and ng is useful when one is performing hyperparameter tuning for the regularization coefficient

B.

B Proofs

Proof of Lemma[2.1. We will denote the set in as &1 and the set in as Sy to simplify the
notation. We will prove §1 = Sy by showing §; € Sy and S, C ;.
We first show &1 C S,. Let us take a point S € §7. This implies that S is a matrix of the form

m T m T T
OV I 1 BB S A B 5 s
j=1 g=1 -7

) ) m T . m )
1 u; a; tY ey uj oy td 5oy

with 37, a; <1 and [[ujll2 = 1 for all j. We note that tr(t3_7", ujujTaj) =ty tr(ujujTaj) =
t> 0 tr(uluj)a; = t> 1L a; < t. This shows that S satisfies the equality condition in the

j
definition . Now, we show that S is a PSD matrix. Note that each of the rank-1 matrices

[ ulj } [ Ulj ] is a PSD matrix and since the coefficients a;’s and ¢ are nonnegative, it follows

that S is PSD. This proves that S € Ss.
We next show Sy C Sj. Let us take a point S € Sp. This implies that S is PSD and tr(S;) =
Sy = to < t. We show in Section [4] that it is possible to decompose S via the neural decomposition
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procedure to obtain the expressions given in . It follows that we can write S in the following
form

m_ T g2 mo 2
5= iy S i il (100)
Yimdi L Xjmidi 2 d

where the scaling factor ﬁ is to ensure that tr(S;) = Sy = tp < t. It is obvious to see that

j=1%j
S is in &1 when tg = t by the definition of &; given in . When tg < t, we still have that S is
in §; which can be seen by noting that S is defined as the convex hull of rank-1 matrices and the
zero matrix. We can scale all the rank-1 matrices in the convex combination with %0 and change

the weight of the zero matrix accordingly.
O

Proof of Lemmal6.9. Let aq,...,a, be any feasible point. First, note that for any s > 0 and
a € R, a #0, we have

(sla])’ > s|af, (101)

where equality holds if and only if s € {0,1}. The equality condition follows since |o| > 0 and
sP = s implies s € {0,1} for p € (0,1). Then, define s; := Z‘a\il’ which satisfies )", s; = 1, and
g 1%

observe that
D lail =3 Jsi( X la) "
> (X (Elol)’

- (Sl
- (xo)

i

=1,

where the first inequality holds with equality if and only if s; € {0,1}, Vi. Hence, in order for the
equality to hold, we necessarily have |la|lo < 1. Since ), oy = 1, the all-zeros vector is infeasible.
This implies that ||a]jo = 1. Finally, note that all feasible vectors which are 1-sparse are of the form
(1,0,...,0), (0,1,0,...,0),...,(0,...,1) and achieve an objective value 1. We conclude that all
feasible vectors with cardinality strictly greater than 1 are suboptimal since they achieve objective

value strictly larger than 1.
O]

Proof of Lemmal6.3 Let us define the set A = {a1,aq,...,aq} where a; are integers. We need to
show that the problem finds a feasible solution wu; if and only if there exists a subset Ag of
the set A that satisfies . 4. a = 2.

We assume n = 2d + 1 and hence X is (d+1)xdand g is (d+1) dimensional. Let Xp € Réxd
denote the matrix with the first d rows of X, and 411 is the last sample in X. Let us define ¢; as

- (ai/wi)2, 1= 1,...,d (102)
i (22— Y9 1a;)? i=d+1,
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where w = )N(BTaEdH € R4,
Direction 1: Suppose there exists u; € R? such that (#1u;)? = g; for every i = 1,...,d + 1

and u?, = 1/d for every k = 1,...,d. Then there exists a subset Ag with DacAg 0= 2

Proof of direction 1: Assuming Xpis invertible, it follows that X X g [Id w] T Where 1;is
the d x d identity matrix. Let us consider a feas1b1e uy. Then, v = X pu; satisfies ((XDT:fi)TU)Q =
fori=1,...,d+ 1. Consequently, we have X Zi=e; fori=1,...,d, and X Tgr1 = w. As a
result, we obtam the following relation between v and 7:

_ UZZ, i1=1,...,d
vi= (whv)?, i=d+1.
Next, because of (102), we have

lvg| = |—

d
- T
,i=1,...,d, and |w v|= 2z—Za]
—

i

Let us define ¢; such that v; = €;a;/w; for i = 1,...,d. Note that ¢; € {—1,1}. Then,

d d d
22—2(1]' = = Zz—:iai Z a; — Z a; Z ai—Zai—i— Z a;
j=1 i=1

;=1 i, =—1 ;=1 =1 1:6,=1
=22 ai- Zaz
iig;=1
This means we either have z = >, _,a; 0or 2 = =3 . _ a; + Zle ai = ) ..~ 0. This
shows that the sum of the elements of Ag is equal to z when Ag is either equal to {a;|e; = 1} or

{ai\ai = —1}.
In proving direction 2, it is straightforward to show the existence of u; that satisfies the con-

straint (ac u1)? = 7J;. To show that there is a u; that satisfies the constraint u%k = é, we pick X in
1

a certain way that we discuss now: To prove direction 2, we will need to make sure ]X51v| =1 7a

is satisfied, i.e.,

d

1
Z ,jej :ﬁ fOI' Zzl,,d

— Wi

We pick Xp to be any diagonal matrix with arbitrary —1’s and +1’s on the diagonal and
pick g1 = ﬁ[al ad]T. Since w = XBTaEdH, we will have |w;| = |Zg11,4] = \/3\(1“ for
i =1,...,d. This choice for Xp and #4;, ensures that | X v| = 1%.

Direction 2: Suppose there is a subset Ag with » Ag @ = 2. Then there exists a feasible
uy € R,

Proof of direction 2: Define ¢; such that for a; in Ag, it is equal to 1, and otherwise it is
equal to —1. Next,

d
E €iai| = E €ia; + § 5zaz
=1

ig;=1 e =—

= |2z — Zai
=1

d
2 Z CLi—ZCLi
i=1

i:aizl

Sa- Y a

ig;=1 ig=—1

(103)
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Let us take v; = g;a;/w; for i = 1,...,d. Now we show that the point defined by Xl_)lv is a feasible

point. First, we check if XBIU satisfies the constraints (5:?5(5111)2 =yg; fori=1,...,i+ 1. Note
that
2
~ a’
(:%;TFXBIU)Q = (efv)? =0} = w—g =q; for ¢=1,...,d, and
i
d
(jg+1X51U)2 Z Eja] (22 — Z aj)z = Yit1,
j=1

where the last tyvo equalities follow from and the definition 1n . This shows that the
constraints (#7 X ;'v)? = g; fori =1,...,d + 1 are satlsﬁed by X

We now check for the other constralnt i.e. does X Ly satisfy |X | % 1 here the absolute
value is elementwise? This is true because |(X,'v);| = ’Ej:l( b | fori=1,...,d.
The second equality follows from how we picked Xp and Tge1- O

Proof of Corollary[3.3 Let us define the quadratic functions fi(u) = —u? Qu—bTu+ B and fo(u) =
|lul|3 — 1. We note that fo(u) is strictly convex and takes both negative and positive values. Then
by Lemma we have that the system —u? Qu — bTu < —f8 (or uT' Qu + bTu > ) and |jullz =1
is not solvable if and only if there exists A such that —u? Qu — bTu + 8 + A(J|Jul3 — 1) > 0, Vu.
Equivalently, we have max,,—1 uTQu + b"u < B if and only if there exists A such that

u' O —Qu—b"u+B-X>0, VYu. (104)
We note that if we make the change of variable u < % with ¢ # 0, then (104) implies

1
Sul (AT — Q)u——bTu—i—ﬂ A>0, Yu,Ve#0

which is the same as
T T 2
uw (M —Qu—cbu+c*(f—N) >0, Yu,Vec#D0.

We express this inequality in matrix form as follows

_ _1
[ (] [M%bg ﬁabA] m >0, Yu,Ve#0. (105)

For the matrix in (105)) to be PSD, we first need to show that (104]) implies the inequality in (105)
for ¢ = 0 as well. We note that (104]) implies
ul 85—\

u
——(\[ - Q) —b" -
[[ull2 HUHz lulld i3

>0, Yus.t. [Julla #0.
Next, taking the norm of u to infinity, we have

ul U u 8—A
lim (()\I - Q) b7 + > = u}y (A = Q)un,
llulla—oo0 \ [[u][2 [[ul|2 ull3  ull3

where u,, = u/||ul|2 is unit norm. We note that ul (A — Q)u,, is non-negative for all unit norm wu,,,
which is the same as the statement that it is non-negative for all u,, (not necessarily unit norm).
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Figure 15: SGD with minibatch size 13 for two UCI datasets, DS1 is the breast-cancer-wisc-
diag dataset with n = 455,d = 30 and DS2 is parkinsons dataset with d = 156,d = 22. The
regularization coefficient is set to 5 =1 and 8 = 0.1 and the number of neurons m* is found as 34
and 27 for DS1 and DS2, respectively.

This shows that (104]) implies u”' (A — Q)u > 0 for all u, which, we note, is the same as (105) with
¢ = 0. Hence, because the inequality holds for all [uT C]T, we obtain the matrix inequality

M =0 _5[)}»0 106
|:—;bT ﬂ—/\ . Y. ( )

The proof for the other direction of the if and only if statement is straightforward. We note
that, by the definition of a PSD matrix, (106 implies that u”' (A —Q)u—cb" u+c*(8—N) > 0, Vu, c.
Setting ¢ = 0, we obtain the inequality in (104)). O
C Additional Numerical Results

Figure [15| compares the costs and accuracy performance of the convex formulation with minibatch
SGD.

50



	Introduction
	Overview of Our Contributions
	Prior Work
	Notation
	Preliminaries on Semidefinite Lifting
	Paper Organization

	Lifted Representations of Networks with Polynomial Activations
	A geometric description of the Neural Spectrahedron for the special case of nonnegative output layer weights

	Convex Duality for Polynomial Activation Networks
	Neural Decomposition
	Neural Decomposition Procedure

	Quadratic Activation Networks
	Strong Duality for Quadratic Activation
	Equivalent Non-convex Problem: Quadratic Activation with Cubic Regularization
	Rescaling

	Comparison with Polynomial Activation Networks
	Constructing Multiple Globally Optimal Solutions in the Neural Network Parameter Space

	Standard Weight Decay Formulation is NP-Hard
	Reduction to an Equivalent Problem
	Hardness Result
	Addition of a Simplex Constraint
	Reduction to the NP-Hard Phase Retrieval and Subset Sum Problem
	NP-hardness Proof


	Vector Output Networks
	Convolutional Neural Networks
	Average Pooling
	Numerical Results
	Results for Verifying the Theoretical Formulations
	Experiments on UCI datasets
	Comparison with ReLU Networks
	CNN Experiments
	Regularization Parameter
	Other Losses
	The Effect of Polynomial Coefficients

	Discussion
	Additional Discussion
	Constrained Least Squares Form for the Squared Loss

	Proofs
	Additional Numerical Results

