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1 Stratal OT

In Stratal OT, morphology and phonology are stratified abterieaved, as in traditional Lexical
Phonology (Mohanan 1986), but the strata (Stem, Word, &astl) are characterized by systems
of parallel constraints. The output of each morphologigedration is submitted to the phonologi-
cal constraints on its stratum: stems must satisfy the steangdogy, words must satisfy the word
phonology, and Phrase must satisfy the phrasal phondl&gy.example, an affix which is added
to stems to form words would enter into the derivation in thiefving fashion.

(1) [ A ]Stem
! (phonological constraints on stems are enforced)

[ A/ ]Stem
! (B affixed to A, selectional requirements of B checked here)
[A/ +B ]Word
! (phonological constraints on words are enforced)
[A” +B ]Word
}

!
output

On the phonological side, Stratal OT accounts for opacitymradigmatic transfer phenomena
(Kiparsky 2000, Bermudez-Otero 1997, 2007). Although t@mst interaction is locally parallel
and transparent, the interleaving of phonology and mogaoénd the intrinsic seriality of strata
gives rise to “derivational” effects. On the morphologisale, the assumption that the selectional
restrictions of an affix are checked at the point of affixatias two important consequences. First,
if an affix (such as B in (1)) selects a base with some phoncédgiroperty, this requirement must
crucially be satisfied at an intermediate representatidrin(A1)); it neednot be satisfied in the
underlying form A (which does not show the derived phonolofiyhe base) nor in the output
form (which shows an overlay of phonological effects, taged by B and by any later layers of
derivation). Secondly, checking selectional restrictsiahthe point of affixation correctly predicts
a range of morphological locality effects, among them nigtti®e generalization of Carstairs 1987

1As in Lexical Phonology, roots are not themselves direatlyjsct to phonological constraints, though they are
indirectly constrained via the stems and words that thegranto. This idea has been taken over in OT, except that
under parallelism it is has to be the entire phonology thastrains underlying representations, not just the steed lev
phonology, with very different empirical consequences.



that morphological selection is not “outwardly sensitivie. that in the configuration (2), A and
B cannot be morphologically dependent on (selected by) teggmce of the morpheme C, or by
the particular shape of C.

(2) [[A+B]C]

One of the things that makes prosodic morphology intergstirthe rich additional phonol-
ogy/morphology interactions that it gives rise to. Withgest to selection, reduplication is more
revealing than other kinds of morphology, for the copyingmion mirrors the phonological shape
of the base, thereby providing some of the clearest evidératevhen a base undergoes affixation,
it has already undergone the lexical phonology applicatilea point, but not yet any phonology
triggered by later morphology or by postlexical processes.

Furthermore, prosodic morphology is a massive source ofitpdor two reasons. First,
prosodic morphology can involve operations that mask plomical conditioning. For example, a
phonological process may seem to “overapply” in a redupticatruncatum when a superimposed
prosodic template wipes out its trigger. (Although the itiadal term “overapplication” is a mis-
nomer from our point of view, it will serve as a descriptiventefor the effect that such constraint
masking creates.) Importantly, our view of the morpholp@ghology interface says not just that
phonological processesan“overapply” under these conditions, it says that thayst Here Stratal
OT makes a stronger claim about overapplication than tesavhich treat it an exceptional situa-
tion that requires special stipulations or special medrasiof some kind.

The second predicted new type of opacity associated witkgalio morphology is just the op-
posite: phonology masks morphology. This arises spedifieath reduplication. Because Stratal
OT requires the output of prosodic morphology to satisfy ph@nological constraint systems
at any subsequent layer of derivation, the application @nplogical processes may disturb the
prosodic template or obscure the melodic parallelism betviimse and reduplicant.

2 Parallel OT

For these reasons, the complex phonology/morphologyaiatiens in reduplication provide
an ideal testing ground for assessing the relative meriStiadtal and parallel OT. The parallel
OT approach to reduplication relies on special correspaceleelations between a reduplicant
and two representations of the base,atgputform, and itsinput form (McCarthy and Prince
1995). These correspondence relations are independehosd which hold between the input
and output representations of the base itself, but theycanedily parallel to it. For every Mx -
I/0, DEP-1/0, and DENT-1/O constraint this theory posits a corresponding B/R t@mst, and
a corresponding I/R constraint. Thus, a reduplicated dytptticipates simultaneously in four
faithfulness relations (not counting Sympathy and whatetlger faithfulness relations are invoked
for opacity):

(3) Input: Base

I/R Faithfulness I/O Faithfulness

Output: Red Base Base
B/R Faithfulness O/0O Faithfulness



Parallel OT treats reduplication as a separate type of phenon governed by Base/Reduplication
(B/R) and Input/Reduplication (I/R) correspondence ca@ists, and allocates truncation with
paradigmatic effects to Output/Output (O/O) correspordearonstraints.

In Stratal OT, there are no reduplication-specific corresigmce constraints, i.e. no B/R or
I/R constraints, and no O/O constraints either. The shaeretluplicated or truncated element
— theREDUPLICANT Or TRUNCATUM — is determined by the interaction of normal Input/Output
(I/0) faithfulness constraints with markedness constsdaima morphologically selected constraint
ranking (a co-phonology, along the lines of Inkelas & Zoll08). Overapplication phenomena
and other apparent anomalies associated with prosodichaolmgy are no different in principle
from any other so-called cyclic effects. They are just mgrectacular. The reduplicant+base
combination obeys the general phonology of the categoryhiciwit belongs (allowing for lex-
ical exceptions and morpheme-specific idiosyncratic bieinags with any morphology). There
is nothing morphologically special about prosodic morplggt phonologically its outputs behave
like ordinary affixed forms and compounds. Truncation amtiipdication do not differ in the con-
straint families they are subject to, but in the form of theapéate (represented by a ranking of
prosodic markedness constraints) and in whether it is ieghos the base itself, or on a copy of
the base.

| shall argue that the phonology/morphology interface jgine@na, far from motivating B/R
and I/R constraints, tell decisivefgainstthem, and support Stratal OT. They predict unattested
base/reduplication phonological interactions of at léasttypes,BACK-COPYING andRECOPY¥
ING. Furthermore, some reduplication systems are intractalplarallel OT; this is shown for San-
skrit below. In each case, Stratal OT not only accommodatesdrrect phonology/morphology
interaction, but predicts it. In short, the parallelistaheof reduplication is too weak in some
respects and too strong in others, and both failings areatfae to the parallelist architecture. The
Stratal OT approach provides a superior treatment of thealigtoccurring cases and generates a
reasonable typology.

3 Back-copying and recopying: the excess richness of parallOT

Back-copying is the putative phenomenon of overapplicaiiothe reduplicant of a process
triggered by the reduplicant in the base. McCarthy and Brir895 support their claim that back-
copying exists with an example from Malay which they citenfrgenstowicz 1981, who has it from
Farid Onn 1980, apparently the original source of the datunMalay, nasality spreads postlexi-
cally rightwards over vowels, glides, and laryngeal comrsds, and is blocked by obstruents and
liquids. This spreading process crosses a reduplicatiandery, and — this is the back-copying
— nasality which spreads from the first member of a redugt@iompound onto the second is
then said to be copied from the second member back onto thdrionsequence, the nasalization
appears in a context where it is not phonologically licensed

(4) [wayi-wayi] ‘very fragrant’ (from [wayi] ‘fragrant’)

In the model proposed here, such cases would actually bessiige to deal with.

In Farid Onn’s examples, the extra nasalization abuts d nasaonant, as in the first syllable
of (4). So it is important to rule out the possibility that tpatative back-copying nasalization
is just a coarticulation effect due to the fact that the entast of the word is nasal. The crucial
evidence will have to come from longer examples, which aliolt more separation between the
nasal and oral spans. During a delightful visit to the Momenia Singapore, | tried to verify the
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back-copy phenomenon with such data. | interviewed foun{imguist) native speakers of the
dialect of Malay described by Farid Onn, using examples (e Here | would like to express
my thanks to Lian Hee and his colleagues at the National Wsityeof Singapore, who helped me
construct the examples and graciously answered my question

(5) a. (warna bajunya) ke-hitam-hitam-an
‘(the color of the dress) is blackish’

b. (taman bunganya terasa) ke-harum-harum-an
‘(the garden terrace) is full of fragrance’

In (5), back-copying would predithreenasal spans interleaved with three oral spans. The crucial
prediction is the first, boldfaced little island of nasality

(6) a. *[ko-hitam-itaman]
b. *[ko-hd@rum-haruman]

| heard no nasality in this part of the words in the speech giadithe informants, however. There-
fore, until solid phonetic evidence is produced | will asguthat the report of back-copying in
Malay is erroneous, conceivably due to the interpretatfgrhonetic coarticulation as phonologi-
cal back-copying, as suggested above.

Inkelas and Zoll 2005 examine a number of other putative {zagly examples and conclude
that none of them stand up to scrutiny. So at this point itaso@able to doubt whether the whole
phenomenon even exists.

The second kind of global base-reduplication interacticedjzted by B/R constraints iSE-
COPYING, the overapplication in the base of a process in the redupligvhether the application
in the reduplicant is itself conditioned by the base or nblgt even an apparent example of this
pattern has ever been exhibited as far as | know, but heredsitwould look like. In Sanskrit, the
intensive is formed with a reduplicating prefix of the form CV The coda of the reduplicating
prefix is subject to regular process of Sanskrit phonolagstuding coda neutralization and place
assimilation. For example, a medihn- created by reduplication shows up @®1-, as in the
intensive 3.Sgnan-nanti ‘bends’ (fromnam- namat). Base-Reduplicant identity would cause
the assimilatedn of the reduplicant to be recopied into the root, givimgn-nanti. This is not
merely the wrong Sanskrit form, it represents a typolodjjaaidocumented phenomenon. Itis not
derivable in Stratal OT, since this theory has no mechanisrariforcing stem-reduplicant identity
other than copying itself, which, as explained above, amethe melody of the base at the point
of affixation. OT with B/R constraints, on the other handaigfintforwardly predicts that recopying
should emerge simply when the relevant B/R constraint ikediigh enough:

@ | Sanskrit | AGREE | IDENT-B/R(Lab) | IDENT-1/O(Lab) | IDENT-I/R(Lab) |
Input: /R-nanmti/, Base:-namti
a. nan-nami * *
b. nam-nartti *
c.d nan-narti 2 2

2Theoretically, 1/0, B/R, and I/R faithfulness constraistoould be able to rank anywhere with respect to each
other and with respect to markedness constraints, to yielohaplete factorial typology. But McCarthy and Prince
show that allowing I/R constraints to outrank 1/0 consttaiwould badly compromise the typology of reduplication,
and propose that I/R constraints are universally rankealdBD constraints because of a “metaconstraint” that ranks
root faithfulness over affix faithfulness. The tableau inrgspects this stricture.
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Since Stratal has neither I/R constraints nor B/R condsaior of course sympathy constraints
or O/O constraints, these overgeneration problems simplyad arise.

| now turn to a case of the opposite type, where even this riakshimery is descriptively
insufficient, while Stratal OT still gives the right results

4 Where parallel OT is too weak

In this section | turn to the phonology of reduplication iass$ical Sanskrit. The forms in (8)
are perfect stems of classical Sanskrit, marked by a wéihek type of reduplication unique to
this particular morphological category. (8a,c) have sempbts, and (8b,d) have prefixed root. We
are interested in the initial consonant of the root and tisipdicant.

(8) a. [sic/ si-c- ‘pour’
b. /ni-sic/ ni-si-sec- ‘pour down’
c. [/safj/ sa-safij- ‘stick to’
d. /pari-@fj/ pari-sa-safi- ‘be attached to’
e. /chauk/  du-dhauk- ‘approach’

In (8a,b,c),sis retroflexed tas by a phonological process that applies aftea nonlow vowel,
or a vela® a process known mnemonically after its contextrald. (The retroflexdh in (8e)
is underlying, and contrastive.) So tee- s alternation is phonologically transparent. But the
phonological parallelism between reduplicant and stenois in (8a), the reduplicant’striggers
retroflexion of the root-initiak, whereas the reduplicant itself has plaiin other words, there is
no recopying, just as Stratal OT predicts. How can theselmatealt with in parallel OT?

First let us introduce the phonologic al constraints resglin any OT analysis, stratal or paral-
lel. Retroflexion is driven by a context-sensitive constra call it *Is — which prohibitssin the
ruki context, symbolized here By*Is dominates a context-free markedness constraint *[+R] that
bars retroflex consonants, includisgwhere [R] is just a placeholder for the feature or features
that define retroflexiorf). *[+R] is also dominated bydENT-I/O(R), since /6and the retroflex
stops a are distinct phonemes of Sanskrit.

(9) a. *Is: [s] cannot occur after a nonlow vowel, after /r/, or aftelavs.
b. *[+R]: No retroflex [ (i.e., elsewhere).

Uncontroversially, the specific CV- template of perfectuplication is defined by a set of
prosodic constraints (such a®80DA). The neutralization of certain features such as aspiragio
general for prefixes in Sanskrit, and is accounted for byirayithe relevant markedness constraints
(such as *AsPIRATED) highly for that class of morphemes. Setting the thingsegdeet us focus
on how retroflexion works in reduplicated forms.

On the parallel theory, reduplication-specific faithfldaeconstraints require identity between
the reduplicant and the base. One such constraimdsiT-B/R(R): “corresponding segments in
the base and the reduplicant have the same value with respeattoflexion”. DENT-B/R(R) is

3 Palatals cannot precede [s] for other reasons. It shoubdb@said that, in what seems to be an OCP effe,
is normally blocked by an immediately followirrg(e.g.su-sruv-aHthey flowed’, si-srev-is-ti ‘wants to fail’)

4] set aside the question what the contexnd the affected feature or feature bundle [R] are phoncédigi
[+High] is very likely one feature that they share..



not surface-true isi-svid-, for the retroflexion triggered by the reduplicant in thetrisaot “back-
copied” into the reduplicant itself. Some higher-rankimgstraint or constraints must dominate
IDENT-B/R(R) to compel its violation in such forms. It must be eittla markedness constraint,
namely (9b) *[+R], or a faithfulness constraints, namatbyl/O(R).> The first alternative can be
immediately rejected on the basisaf-dhauk; which shows that retroflexiois retained in redu-
plicants. So the data cannot be accounted for by a markedoastaint, as shown by the tableau
in (10) (where the solid hand marks the wrong output that itvdd, and a checkmark the desired
output that is not derived).

(10)\ Sanskrit | Ip-B/R(Lab) | *Is | ID-I/O(R) | *[+R] | ID-B/R(R) |
1. Input: /sic-sic/
la. si-sic- *
1b.00  si-dc- * * *
lc. g-sic- * **
1d. ba-sic- *

2. Input: /safj-safj/
2a.00 sa-saifij-

2b. |-safij- * *
2c. f-9/aj- * *

2d. sa-saj- * * *
2e. pari-ba-safij *

3. Input: /chauk-chauk/

3a. du-dhauk- *

3b. du-dhauk- * * *
3c.0 du-dhauk- o

3d.0  du-chauk- * *
3e. ba-thauk- * * *

The dominant template-defining constraints, and the cateldthat violate them, are omitted
in the tableau. OthemENT-B/R constraints thand-B/R(R) must dominate the corresponding
markedness constraints, in order to block candidates withauked reduplicants from ousting the
more marked but faithful candidates. In (1B#- represents all these party-crashers, aveNIiT-
B/R(Labial) represents th@ENT-B/R constraints needed to keep them out.

The other way to defeabtB/R(R) would be through domination by the faithfulnessstoaint
IDENT-I/R(R) (see (3)), which would have to be crucially ranketideen*Is and *[+R]° Tableau
(11) shows that it yields the right results for the data coersd so far.

SActually it could also be a Sympathy constrailtDENT-B/R(R) (with 0 1D-1/O(R) as the selector). | will ignore
this possibility because of the by now familiar general obs to sympathy theory, and because of the specific
objection that, in early stages of Sanskrit,/& is not contrastive in roots. Sympathy to noncontvadeatures should
be precluded, for otherwise sympathetic reduplicationdideed result in the impossible ¥ssvaj-], or for that
matter in *[5a-svaj-] or what have you.

5Thanks to Stephen Anderson for pointing this out. The tabteapects the stipulation thaigNT-1/0O constraints
universally outrank bENT-1/R constraints (McCarthy and Prince 1995.



(11)

| Sanskrit | ID-B/R(Lab) | *Is | ID-I/O(R) | ID-I/R(R) | *[+R] | ID-B/R(R) |
1. Input: /R-sic/, Basesic-
la. si-sic- *
1b.00  si-gc- * * *
lc. g-sic- * * **
1d. ba-sic- * *

2. Input: /safj-safj/
2a.00 sa-saiij-

2b. |-safij- * * *
2C. Si-ﬂﬁj- * *% *%

2d. sa-afij- * * * *
2e. pari-ba-safij * *
3. Input: /R-chauk/, Basedhauk-

3a. du-dhauk- * *

3b. du-dhauk- * * *
3c.0 du-dhauk- **

3d. du-chauk- * * *
3e. ba-thauk- * * * *

But this analysis also fails, albeit in a less obvious way.ai\ihclaims is that retroflex conso-
nants appear in reduplicants only under two conditionsin(an overtruki environment (i.e. after
a high vowely, ors), where retroflexion is forced bys, and (2) if they correspond to amderly-
ing retroflex consonant, in which case-1/0(R) takes effect regardless of the overt environment.
A clear prediction for Sanskrit followgetroflexion overapplies in reduplicants if and only if it is
specified in the underlying form of the base

This prediction is false, as shown by (8uhri-sa-safij- (which represents the regular classical
Sanskrit outcome in such casédjlerederivedretroflexsappears in an environment where inist
overtly licensed by a surfageki context. b-B/R(R) would select the desired (4pari-sa-safij-,
but because it must be ranked belavl/R(R) (see (11)), it is effectively invisible.

(12)\ Sanskrit H ID-B/R(Lab) \ *Is \ ID-1/0(R) \ ID-1/R(R) \ *[+R] \ ID-B/R(R) \
4. Input: /pari-saij/
4a. pari-sa-safij- *
4b.0 pari-:a-safij- * * *
4c.00  pari-:a-safj- * * **
4d. pari-sa-afij- * * * *
de. pari-ba-safij * *

We have arrived at a ranking paradox: no single ranking oatlaglable constraints can derive all
the forms in (11) and (12).

"There is a set of Prefix+Root combinations that show tramspaetroflexion (e.gpari-sasvaj-e‘embraced’
(Wackernagel 1957: 235). These are remnants of the olddc \éydtem whereuki was restricted to the word-
level. Secondly, there are Prefix+Root combinations themtampound-like and do not undergdi at all, a fortiori
whether the root is plain, reduplicated, or augmented (\&adgel 1957: 234).



Stratal OT’s phonology/morphology interleaving does jrethe correct outputs, provided we
make one crucial assumption about the morphological désivathat the verb combines lexically
with its prefix prior to suffixation. The theory then dictatest the prefix triggers retroflexion of
the root-initials- prior to reduplication.

The assumption that the verb combines lexically with itdipnerior to inflectional affixation
is plausible because the prefix+verb combination often hasharedictable meaning and unpre-
dictable grammatical properties (such as active vs. midaoiiee). Prefixation is thus derivational:
it forms new lexemes, which are then inflected. More compglyi, the priority of derivational
prefixation over inflection is required by the selectionaitrietions on affixes, which distinguish
between bare and prefixed roots. The strongest selectioidigree that the prefix+root combina-
tion is the constituent to which inflectional affixes are atldemes from suffix allomorphy. Several
suffixes vary in form depending on whether the root is prefieedot. The gerund (absolutive)
suffix, which makes temporal adverbials with the meaningyitng V-ed’, ‘after V-ing’, has two
basic allomorphsitva, which occurs after simple roots, and, which occurs after prefixed roots.
The latter allomorph gets atadded before it if the root is light, in order to make the one-aroot
syllable into a minimal foot. The allomorphy is illustratby the simple form and a compounded
form of the root /bhr/ ‘carry’ in (13).

(13) a. bhrta ‘having brought’ ftva after a simple root)
b. sambhi-tya ‘having broughttogether’ -{-yaafter a light prefixed root)

In bhr-tva, the root, being simple, selects the allomorpla. In (13b)sambhf-tya, the prefixed
root selects the gerund allomorpft)ya. This shows that the gerund is formed off the prefixed
root8

Additional evidence is the special behavior of the neggirefix a-. Unlike verbal prefixes,
such assam-in (13b),a- has no effect on the choice of gerund allomorph. For exandpldr-tva
‘not having carried’ has the gerund allomorph that is otheevgelected by simple roots. Why does
a- differ from the verbal prefixes in this way? The solution tsfhuzzle is thah- is prefixed not to
roots but to gerunds, so the gerunds are formed from simpls,rbence with the allomorpiva.
The evidence thad- prefixed to gerunds and not to roots is thaselects nominal and adverbial
stems, and it is only in virtue of the gerund sufftva that the verbs become adverbs eligible for
a- prefixation. Conversely, verbal prefixes select verbal steand hence must be added to roots
before they become adverbs. The allomorphy reflects thigademal history.

(14) a. sambhr— (samsen(bhf-tya)sem (suffixation to a prefixed root)
b. bhr-ta— (Aster(bhr-tva)siem (prefixation to a suffixed stem)

The prosodic structure of the words is the same, as far as wieltaas indicated in (14). Specif-
ically, phonology shows that there is a compound boundatyéxn the prefix and the root in
both words. Examples like this show that level ordering cafre simply reduced to the domains
defined by prosodic structure. Rather, the morphophonaleggals that the order of prefixation
and suffixation is determined by the different selectioeguirements of the prefixes and suffixes,
even for what (as far as we can tell) surfaces as the samedicagoucture.

8More precisely, it shows it provided we agree that that tgatrallomorph is selected at the point at which the
morphological operation introducing the affix takes plaa®d in particular that there are no “allomorphy processes”
that could, for example, replaety aby -tya after the prefix has been added.
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Therefore the derivation gfari-sa-safij- proceeds from the prefixed root, after retroflexion has
been triggered by the prefix-final vowiel

(15) saiij- Root
pari-safij- Prefixation ruki-retroflexion
pari-sa-safij- Reduplication

A second class of opaque retroflexion contexts that followshfthis morphology/phonology
interleaving involves the augmeat which is prefixed to the root to mark past tense. In roots
whose initials- is retroflexed tcs- by a prefix, thes- appears also when tlge is prefixed to the
root, even though it interrupts the conditioningi context.

(16) a. abhy-a-#ic-a-n‘poured on’ (fromabhi+ sific-— abhi-sific)
b. adhy-a-¢ha-m‘stood on’ (fromadhi+ stha — adhi-¢ha®)

In sum: when verbs receive inflectional suffixes or the augntbair prefix (if they have one)
with any phonological effects that it may trigger on the raoe already in place. In the case of
augmentation, they make theki context opaque. This morphological derivation also exyg#ne
phonology of reduplication under discussion. The Strab@count works as follows.

Morphologically, the input is a full copy of the stem. Theratéevel constraint system includes
the template-defining constraints (again omitted herej Wié candidates that violate them), and
the general phonological constraints in their normal Sansdnking:

9Glide formation takes effect at the word level. Coronalmdsition applies there also, as described beladhi-
a-gh'a-m— adhyash'am



(17)

| Sanskrit | IDENT-1/O(Lab) | *Is | IDENT-I/O(R) | *[+R] |
1. Input: /sic-sic/
la. si-sic- *
1b.00  si-gc- * *
lc. g-sic- ** **
1d. ba-sic- * *
2. Input: /safj-safj/
2a.00 sa-saiij-
2b. sa-afij- * *
2c. ba-safij- *
3. Input: /pari-safij/
3a. pari-safij- *
3b.0 pari-&ij- * *
4. Input: /pari-aij-saafj/ (by reduplication from 3b)
4a. pari-sa-sarfij- * *
4b. pari-&-safij- * *
4c.0  pari-aa-afij- **
4d. pari-sa-afij- * * *
4e. pari-ba-afij- || * \ \ & =
5. Input: /chauk-chauk/
5a. du-dhauk- *
5b. du-dhauk- * *
5c¢.0 du-dhauk- **
5d. du-chauk- * *
5e. ba-thauk- * * *

Perfect reduplication doubles the root, after prefixataong therefore with the stem-level phonol-
ogy triggered by the prefix in place. Where consistent with dlominant templatic constraints
(such as *AsPIRATED), IDENT-I/O(R), its ranking independently motivated by the resttloé
phonology, keeps the output faithful to the copy. In thisipdDENT-I/O(R) does the job of the
parallel theory’s bENT-B/R(R), with the important benefit that back-copying ancoggying be-
comes impossible.

Augment forms like those in (16) are unproblematically dedi by insertion of past-marking
a-, followed by glide formation. The retroflexpersists in spite of the intervening augmeat

(18) sific Root
abhi-siic- Prefixation ruki
abhi-a-sfic- Augmentation
abhy-a-#ic- Glide formation (Word level)

The observational generalization is that reduplicatiod #rve augment are “transparent” to
ruki. The descriptive generalization behind it seems to be tiet &re added to prefixed roots
after it undergoesuki.l® Stratal OT is a theoretical framework that accommodatesscriptive
generalization.

10A similar account is needed for other inflections, such astsal infix in case forms like /havis/ havis —
hav ire-i ‘oblations’ (Neuter Nom.-Acc. Plural).
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A final point of interest is that stops which are adjacens {whether derived or underlying)
assimilate to it in retroflexion. In contrast taki retroflexion, this process is automatic, and ap-
plies obligatorily across word boundaries. Interestintiig retroflex stops derived by this process
reduplicate as plain stops, never as retroflexes. This caed® in initialststop clusters, which
reduplicate with the stop (and not with tRe

(19) vi-ta-gh-e (not*vi-ta-gh-e) ‘stood apart’

We now have a good explanation for the behavior of theseearsistuki enforcess at the stem
level, and this process consequently is rendered opaquelsgguent inflection and phonology.
Assimilation of retroflexion in coronal clusters (suchshs— st) applies at the word level, and
consequently is not visible to, and not made opaque by, &eetinflection and phonology.

The behavior otlerivedretroflex stops contrasts with thatwhderlyingretroflex stops, which
do enter into reduplication, as predicted, elg-dhauk- A particularly interesting case is root-
initial sth- in sthiv- ‘spew’. In Classical Sanskrit, as prescribed BniRi's grammar, it has the
perfectti-sthev-a'!

This intricate web of connections should not be surprismogifthe traditional prespective on
reduplication, for since Marantz 1982 and Clements 198astleen known that contrastive fea-
tures tend to be transferred from the base to the reduplicEms insight is captured in Stratal
OT. What it means for a feature F to be contrastive is to beeptet by a sufficiently high-ranked
IDENT-I/O(F) faithfulness constraint, and precisely this ramkguarantees also faithfulness to
the copy of F in the reduplicant. For the global B/R corregfgrte approach, distinctiveness
should be irrelevant to transfer. Distinctiveness is a enait whether 1/O faithfulness constraints
dominate markedness constraints, and transfer is a mattéradher B/R constraints and I/R faith-
fulness constraints dominate markedness constraintgll&aDT provides no principled reason
why these rankings should be correlated at all. For Strafad@orollary of the generalization that
distinctive features are transferred from base to redaptim virtue of high-rankeddenT-1/0O(F)
faithfulness is that the rise of a contrast in a language tregitail changes in its reduplication
patterns. This is exactly what we have seen.

5 Derivational alternatives

The putative existence of global phonology/morphologgriattions in reduplication has prompted
several novel proposals. Raimy (2000) incorporates amvasymbol “—” into phonological repre-
sentations to denote the precedence relation between segriveorder to represent reduplication,
the arrow is allowed to loop back, so that a segment can ictgffecede itself (p. 12). For exam-
ple, safij-and its reduplicated forrsa-safijlook like this:

(200 a . #—-s—a—-N—]—%
b. #-s—a—hH—|]—%

Hin contrast, Vedic haﬁ-sthev-a(SB. 1.2.3.1). This can be explained directly from our asdionp. Unlike
Classical Sanskrit, Vedic has no distinctive retroflex stimpverb roots. The root’s lexical representation at thaqgest
is therefore fdiv/. Since the assimilatory retroflexion of stops nexsis not registered in reduplicants — because
it is not present at the stem level — the Vedic data follow. lasSical Sanskrit, retroflex stops become admissible in
the lexical representations of verb roots (elgauk‘approach’,ghat‘strive’, at ‘wander’,rat ‘howl’). At this point,
sth'iv-s restructured from thiv/ to /ghiv/ (Ilexicon optimization), andlstarts being copied in reduplicants.
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Raimy proposes that looped representations such as (20lyprinsight into the phonology of
reduplication. He introduces aNUFORMITY PARAMETER with two settings, which “determines
whether a rule requires all environments that a segmeneappeto satisfy the structural descrip-
tion of the rule or if only a single environment is sufficieatttigger the rule” (p. 20). To illustrate,
let us consider the reduplication sificto si-gfic. A Raimy-style phonological representation of
the reduplicated form looks like this:

(21) #—-s—i—-N—c—%
N

How doesruki apply to this structure? It depends on the setting of the d&dmity Parameter.
When it isoff, the fact thas appears is auki environment (namely — s) suffices to trigger the
ruki. This corresponds to overapplicatiosific — *si-sific. When it ison, the rule is blocked,
becauses also appears in a namki environment (namely # s). This corresponds to a type of
underapplicationsic — *si-sific.

The correct output is neithésisific nor *sisific; it is sigfic. The forms*sisific and *sisific
are not only wrong, their derivation instatiates nonexistgpes of global phonology/morphology
interactions — back-copying, and a type of globality thareparallel OT does not allow, where a
process fails to apply in the base just in case its reduglibedpy is not subject to 12 These forms
could not be generated in Sanskrit under Stratal OT assangptiStratal OT has no mechanism
for blocking ruki through a requirement of phonological parallelism betwesuplication and
base. Of course, if (contrary to what is the case in Sangketjuki rule were inapplicable across
prefix boundaries, or at least between reduplication prefixel their bases, and the grammar were
otherwise the same, thésisificwould not only be derivable, it would be the only possiblepuiit
On other words, if Sanskrit hati-stha-ti ‘stands’, rather thai-stha-ti (from stha), and so on
across the board, then Stratal OT would pre#etsific; as it is, the actual forni-stha-ti entails
the actual formrsi-giic-.

Could the actual forms-stha-ti, si-sfic- be derived in the looping theory? Raimy posits that
phonological representations are linearized at some pothe derivation, so that loops between
segments are translated into multiple copies of those setgnmethe phonetics. Raimy suggests
that this linearization process takes pldeforethe phonetics-phonology interface, between the
cyclic and postcyclic rules (p. 50). From that point on, pblogical rules take effect on each copy
independently of the others. So, to dersiesiic-, theruki rule would have to be postcyclic. But
ruki in classical Sanskrit is clearly cyclic, for it interactsctigally with morphology in cases such
as (16).

The upshot is that Raimy’s theory predicts two impossiblégoas ofruki application in San-
skrit reduplication (depending on how the Uniformity Paeden is set), and fails to provide a
coherent descriptive account of the actual observed patter

Frampton (2004) develops another descriptively rich dgiawnal theory of reduplication which
makes provision for some of the unwanted types of morphdfdgnology interactions discusssed
here.

12The early literature on reduplication sometimes analyzeiddio as having a process that fails to apply in the
base just in case its reduplicated copy is not subject taiitab noted by Marantz 1982 the ‘underapplication’ can also
be located in the reduplication.
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6 Conclusion

In sum: the parallel approach both overgenerates and uvenlerates. Stratal OT, where the
only phonological correspondence relation is 1/0O corresi@mce, gives better results.
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