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ABSTRACT
In large undergraduate computer science classrooms, student learn-
ing on assignments is often gauged only by the work on their final
solution, not by their programming process. As a consequence,
teachers are unable to give detailed feedback on how students im-
plement programming methodology, and novice students often lack
ametacognitive understanding of how they learn. We introduce Pen-
sieve as a drag-and-drop, open-source tool that organizes snapshots
of student code as they progress through an assignment. The tool is
designed to encourage sit-down conversations between student and
teacher about the programming process. The easy visualization of
code evolution over time facilitates the discussion of intermediate
work and progress towards learning goals, both of which would
otherwise be unapparent from a single final submission. This paper
discusses the pedagogical foundations and technical details of Pen-
sieve and describes results from a particular 207-student classroom
deployment, suggesting that the tool has meaningful impacts on
education for both the student and the teacher.
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1 INTRODUCTION
Assignment feedback is a critical component of student learn-
ing [19, 34]. Given that one of the primary learning goals of CS1 is
to teach students how to solve programming challenges, it would
be immensely useful to provide formative feedback on how a stu-
dent worked through solving an assignment. Yet for a variety of
reasons, many contemporary classrooms only provide summative
feedback on a student’s final answer [23, 41]. The hours during
which a student actively learns and interacts with the material
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are manifested in a single deliverable—a single snapshot into the
student’s thinking—from which an instructor must glean enough
information to discuss student process. This misses the opportu-
nity to give students feedback on their problem solving approaches
and to help students develop metacognitive abilities [5, 9, 30, 34].
However, providing feedback on a final student submission is hard,
and providing feedback on the hundreds of steps a student takes to
get to their answer seems prohibitively difficult.

To enable feedback on student progress, we built Pensieve, a
simple-to-use tool that provides an interactive visualization of stu-
dent work history over the course of completing an assignment
(Figure 1). Pensieve gives both students and teachers a means to see
assignment progress—from the time a student first looked at assign-
ment starter code towhen they submit the final product—facilitating
conversation around metacognition and student learning that is
critical for introductory computer science learners. When teach-
ers can observe a student’s process, they are able to give timely
feedback addressing student mistakes and to adjust and person-
alize their own teaching [6]. When students observe their own
process—even in the absence of the instructor—they can internal-
ize metacognitive observations [9]. Through our streamlined user
interface, understanding progress becomes quick and feasible, even
in a large classroom.

In this paper, we begin with an overview of the pedagogical
motivations for the Pensieve tool (Sections 2 and 3). We then discuss
the technical implementation details in Section 4. In Section 5, we
share positive experiences by both teachers and students when
Pensieve was deployed in a 10-week course. The tool was correlated
with significantly better student performance, with a particularly
large benefit for students with the least programming background.
Furthermore, there was almost no additive effort for the teaching
assistants to learn the tool, nor was it difficult to incorporate into
the existing course pipeline. Finally, we close in Section 6 with best
practices and discussion of how our tool can be used in many CS1
classrooms today. Pensieve is an open source tool which you can
download and modify.1

2 PEDAGOGY AND MOTIVATION
Pensieve aims to “push back” somewhat against the trend of auto-
mated grading tools in classrooms by thoughtfully integrating a
human grader into assignment feedback. We designed the tool with
several objectives in mind:

(1) Foster metacognitive skills
(2) Identify methodology errors early
(3) Counteract plagiarism effects in a large classroom
(4) Gentle introduction of version control.
Our first objective is to develop metacognition in the way stu-

dents learn computer science. A key finding of a landmark National

1https://github.com/chrispiech/pensieve
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Student completes an assignment. 
Hundreds of intermediate “process” 

steps are auto-saved as git repo.

Teaching assistant spends 5 to 10 
mins observing the student’s 

process via Pensieve.

The teaching assistant spends 10 
mins giving in-person feedback on 
the student’s process via Pensive.

Student submits “process” steps 
along with final answer. Pensieve
optionally precomputes figures.
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Student completes an assignment.
Hundreds of intermediate “process”

steps are auto-saved into a repository.

Student submits “process”
repository along with final answer.
Pensieve optionally pre-runs output.

Teaching assistant spends 5 to 10
mins observing the student’s

process via Pensieve.

The teaching assistant spends
10 mins. giving in-person feedback on

the student’s process via Pensieve.

Figure 1: Pensieve allows teachers to visualize and give feedback on how a student progresses through an assignment.

Academy of Sciences study on learning science was the effective-
ness of a metacognitive approach to instruction [7]. Metacognition
is a learning theory for “thinking about thinking.” To most effec-
tively learn, students must not only understand the problem but
also understand and reflect on where they are in the problem-
solving process. Metacognitive practices directly correspond to
increasing students’ performance in evaluating concepts, one of
the highest cognitive skill levels in Bloom’s Revised Taxonomy for
learning [2, 20, 39]. Research has also shown that students with
stronger metacognitive awareness tend to perform better on pro-
gramming tasks [4, 12, 18]. Importantly, metacognition directly
supports the concept of a growth mindset, the theory that intelli-
gence can be developed with experience [15]. Students who believe
that ability is a fixed trait are at a significant disadvantage in STEM
fields compared to their peers who believe in a growth mindset.

A related objective of our tool is to encourage early identification
of methodology errors. Most assignments in large-scale computer
science classes are assessed summatively: the teaching assistant sees
and grades only the students’ final submission. However, research
has conclusively shown that nongraded formative assessments, or
ongoing assessments designed to make students’ thinking visible
to both teachers and students, are key to improved learning [7, 22].
They allow teachers to identify which thought processes work
for students and to provide useful, directed feedback so that each
student can improve. As such, this goal is intertwined with our goal
of fostering metacognition in computer science—through reflecting
critically on their programming process, students will be able to
both identify areas for improvement and understand how to achieve
that improvement earlier.

Finally, by emphasizing the importance of the learning process,
we hope that Pensieve can act as a preemptive deterrent to potential
plagiarism. Students who plagiarize all or parts of their assignments
stunt their metacognitive development in programming and reap
fewer benefits from formative feedback. They may also become
stuck in a cycle of plagiarism in which they are increasingly unable
to complete work independently [40]. Many current approaches
to combating plagiarism in large CS classrooms focus on detecting
similar code in the final submission; however, this further reinforces
the importance of the final grade received above the intrinsic value
of learning how to learn, a way of thinking that underlies much stu-
dent plagiarism [8]. We hope that by monitoring the development
process [40], we can better support students who may otherwise
feel overwhelmed and driven to plagiarize code.

3 RELATEDWORK
In many large classrooms, the technology focus is on Automated
Assessment Tools (AATs), which relegate a significant portion of the
feedback pipeline to tools that support teacher- or student-written
unit tests [1, 16, 21]. Larger classrooms like massive open online
courses push towards full-automation by systems like intelligent
tutoring systems to personalize the learning experience for online
students [14]. In our study, we focus on large CS1 courses that have
in-classroom human teacher support. While there is research on
how to automate computer agents to personalize debugging hints
per student [36], our work seeks solutions that allow humans to
provide higher-level feedback on problem solving process.

Novice programmers benefit from metacognitive awareness.
Loksa et al. found that students who are trained in problem solving
procedures are more productive and have higher self-efficacy [28].
There are several metacognitive tools that have been studied in a CS
context: Lee et al. found that personifying the programming process
increases online engagement with a coding task [26]; Prather et al.
discuss how metacognitive awareness ties into how students use
AATs [32]; and Marceau et al. studied how novice programmers
interact with error messages [29]. Outside of CS classrooms, Tanner
et al. reported on generalizable teaching practices for promoting
metacognition, such as instructor modeling of problem solving,
tools to help students identify learning strategies, and guided re-
flection [38]. Pensieve incorporates all three of these strategies by
engaging students—with the support of teaching assistants—with
their own metacognitive understanding of computer science.

Formative feedback in the classroom can have a variety of im-
pacts [3]. Van der Kleij et al. found that detailed feedback con-
tributes more to student learning than feedback on correctness
does [41]. Students also benefit more from an assignment when
they have interactive, dialogue-based critiques with peers or instruc-
tors [9, 30]. We design our tool with the awareness that feedback
is not a one-sided conversation; teachers should discuss with the
students to promote student self-regulation of learning for the rest
of the course [6].

Other classrooms have used version control systems to give for-
mative feedback, as version control simplifies management of large
courses [11] and makes it easier to identify problems in work habits
and progress [24, 25, 35]. We take a slightly different approach,
placing less emphasis on learning how to manage a version control
system than on enabling self-evaluation from students and good
feedback from teachers [27]. Our tool focuses on surfacing this
information in a clear manner, providing a light introduction to the
benefits of version control.



Figure 2: Diagram of Pensieve display, composed of four main components (discussed more in Section 4): Assignment timeline
(left), Current snapshot information (center), Snapshot functionality (top right), and Workflow graphs (bottom right).

4 PENSIEVE DETAILS
Pensieve is primarily designed for educators to easily give feedback
on student process. A pipeline of how it fits into a classroom is
shown in Figure 1. As a student works on an assignment, their
process is recorded as a local repository which is submitted along
with their final answer. A screenshot of the Pensieve tool is shown
in Figure 2. To use Pensieve, loaded with a student’s process, the
instructor interacts with the four main components of the tool: a
timeline of snapshots for this program file (left panel), a selectable,
highlightable text view of the snapshot code (center), the visual
output corresponding to running the snapshot code (top-right), and
metrics of this code file over time (bottom-right).

As part of our efforts to minimize instructor workload, Pensieve
is designed to be a drag-and-drop, out-of-the-box tool for viewing
student assignment progress. It is ported as a JAR file; an instructor
can simply download the JAR into a student assignment folder, run
it, and begin viewing student intermediate snapshot data.

4.1 Tool Implementation
The only required folder for Pensieve to work is a repository of
timestamped code snapshots of a single student working on an
assignment—data which is increasingly available to educators [33].
We currently represent timestamped code using the git abstrac-
tion: we customized the Eclipse IDE students use to automatically

save student code at compile time (as described in [31]). However,
Pensieve depends neither on the use of Eclipse nor Java in the class-
room; it merely requires that student work be cached over time in a
timestamped code folder. Our tool can work at a coarser granularity,
such as on assignments that require students to commit periodically
to an online storage platform like GitHub. The tool can also operate
on setups like those on Code.org, which save snapshots whenever
students run their code. We utilize the timestamped code repository
to analyze both student code progress and timing information. In
this section, we discuss interacting with the Pensieve tool for a
single file in the timestamped code folder.

4.1.1 Assignment timeline. The leftmost panel of the tool (Figure
2) displays all captured snapshots for a given student file. Each entry
in the timeline contains the snapshot index (in temporal order), the
amount of time spent so far on this file, break time, and an optional
color key indicating functional progress (discussed more in Section
4.1.4). Time spent on the assignment is calculated as an aggregate of
relative timing information between this snapshot and the previous
one. We mark break time in parentheses, where a break occurs
when two consecutive snapshots’ timestamps differ by more than
10 minutes. By browsing the timeline, an instructor can infer where
students took substantial breaks to get a cursory glance of which
snapshots would be worth closer attention.



4.1.2 Current snapshot information. Clicking on a snapshot en-
try in the Assignment timeline panel displays that snapshot’s code
in the center panel with appropriate syntax highlighting. Other
than syntax and comment highlighting, the center panel is plain-
text, allowing an instructor to select and copy code if additional
verification is needed. The top-right panel is used to display this
code’s output when compiled and run; if the code has a compile or
runtime error, nothing is shown. The example assignment shown
in Figure 2 draws a pyramid-like object using Java’s ACM library.
It is important to note that Pensive is not running snapshot code
live; the compiling and running of any student code is done in a
preprocessing step. The details of designing such a preprocessor
are discussed more in Section 4.1.4.

4.1.3 Workflow graphs. The bottom-right panel contains time
series of various file metrics to visualize student progress and style
over time. The SourceLength graph shown in Figure 2 displays
code length (in green) and comment length (in yellow) in number
of characters, as well as a red, vertical indicator of the currently
selected snapshot’s metrics. Another graph displays indentation
errors over time—which are allowed in Java but are indicative of
messy code—and a third graph displays custom metadata from
the timestamped code directory; for example, our repositories also
record the number of code runs per snapshot. Instructors can easily
toggle between these time series, which are intended to highlight
student work patterns, such as when they started thinking about
good style and indentation, or whether the majority of their work
and code changes were concentrated at the end of the timeline.

4.1.4 Snapshot functionality. The top-right panel visualizes the
output of the currently selected code, if there were no compile or
runtime errors. All outputs for all snapshots are run and saved
prior to downloading and running Pensieve in a preprocessing step.
In our implementation, this is performed on the course servers
after students submit the assignment and before instructors begin
grading. The preprocessor compiles and run each snapshot in each
file; if there are no errors, then the output is saved into a separate
folder. The Pensieve program then interfaces with the folder of
outputs via a JSON metadata lookup, which associates the snapshot
(represented by a (Unix Epoch timestamp, original filename) tuple)
with the following features: a flag for compile error, a flag for
runtime error, the output file path, and a milestone metric, of which
the latter two are only valid if both error flags are off. Any additional
metadata per snapshot can also be saved in this JSON lookup file.

In our example assignment, we mainly use graphics exercises
based on the Java ACM library. As a result, output file paths point
to saved output PNG files. However, one could easily run and save
console program output as plain-text log-files, which can be dis-
played in the top-right panel of Pensieve with minor modifications.
Milestone metrics are computed based on each snapshot’s output; if
there are unit tests for the assignment, this can simply be the num-
ber of passed unit tests. For our image files, we had an image classi-
fier that determined amilestone number for each snapshot [42]. The
milestone metric per snapshot is displayed as a small square color
indicator in the left timeline panel; runtime and compile errors are
assigned separate color indicators.

4.2 Classroom use
Pensieve is split into phases (Figure 1): first, a student works in their
own environment (a lab computer, personal laptop, or in-browser
app), which saves timestamped snapshots of their code progress.
The student then submits their work to a database, where optional
preprocessing occurs; for example, to generate and save snapshot
output for later review. Then, the teacher downloads and reviews
the student code submissions using Pensieve, and finally discusses
the code with the student in a classroom.

In our classroom, eight students are assigned to a teaching assis-
tant for the duration of the quarter; the teaching assistant’s weekly
responsibilities are to teach discussion sections and grade assign-
ment work. The graders download the student code from the course
database, typically a few days prior to the grading deadline, which
is a week after the student submission deadline. At the time of
grader download, Pensieve is already included as part of each stu-
dent folder. Any preprocessing to generate visual program output
or console output logs must be included in the student folders prior
to download; this is done to ensure that the grader can run Pensieve
as a lightweight tool on their own computers. The preprocessing
step to generate and save graphical output on three separate code
files for a 400-student class took about half a day. In the absence
of a course database or preprocessor, a teacher can simply drop
the Pensieve JAR into the assignment directory on the students’
computer. Once the JAR is within the correct directory, teachers
and students can navigate the timestamped code repository and
discuss coding tips and misconceptions.

Teachers in our classroom provide assignment feedback to their
students in twoways: the functional and style grades produced from
a fixed rubric, and an interactive grading (IG) session [37], where the
teacher and student sit down for a one-on-one, 15-minute session to
discuss the student’s code, any misconceptions, and tips to improve
for future assignments. Teachers can use Pensieve during these IG
sessions to identify, for example, places where students struggled
with concepts or showed good style habits, and to gain a holistic
view of how the student thought through the assignment. Grading
is done independently from IG session outcomes; the purpose of
the IG session is to maintain a conversation throughout the quarter
so that students are actively reflecting on their coding progress.

In addition to the teacher-facing version of Pensieve, we provide
a reduced version of the tool to the students so that they can look at
their prior work and revert back to a previous version if needed as
they work on the assignment; our tool at this point functions more
as a welcoming, light version control software for students.

5 EXPERIENCE
At the time of writing this report, Pensieve has been used in two
terms: Winter 2018 and Spring 2018. In the first term we refined the
tool and teacher training procedures. In the second term (which we
will refer to as the Experience Term), we evaluated the impact of
the tool for the 207 students who took CS1.

We sought to evaluate the impact of our tool in three ways: (1) a
formal qualitative analysis of how useful instructors found the tool,
(2) an official university survey on how useful students found the
tool, and (3) quantitative measures of performance on exams, time
to complete assignments and honor code violations. All evaluations



Table 1: (a) Positive teacher feedback; (b) ways to improve.

(a)

% Agree Item

90 Insights from Pensieve lead to
“more actionable and specific assistance”

70 Pensieve “is helpful for showing instructors
which students might need extra help”

− Data on how long it takes students to
complete assignments are “especially valuable”

(b)

% Agree Item

80 Want an option “to show only major changes in
code” to better prioritize information and feedback

75 Want more “student-facing features”
− “All of the data Pensieve presents is helpful

but can be overwhelming”

tell a consistent story of educational benefit that we expected to
see given the improved pedagogical benefits.

5.1 Student and Teacher Perceptions
At the end of the Experience Term, we asked students to provide
a Likert rating for the statement, “It was useful to see the process
of how I learned using Pensieve,” as part of their formal course
evaluation. Students on average strongly agreed (µ = 4.6/5,σ =
0.6). Furthermore, students gave a higher rating for the quality
of course instruction and feedback (µ = 4.8,σ = 0.4, where 5 =
Excellent, and 4 = Good) than in previous terms (µ = 4.6,σ = 0.4)
for the Experience Term instructor. Response rate was 70%.

To measure how useful teaching assistants found our tool, we re-
quested an external facilitator to conduct a small group instructional
diagnosis (SGID) [10]. External evaluators met with 31 teaching
assistants who used Pensieve in the Experience Term to discuss
(1) whether using the tool improved the teachers’ understanding
of student learning process in CS, (2) if there were ways to im-
prove the tool, and (3) if there were ways to improve how the tool
was used in the classroom. The evaluators solicited feedback and
consolidated major sentiments. To minimize bias, the instructor
and researchers were not present during the SGID. The teaching
assistants articulated that they found the tool to be useful, despite
it requiring more work on their part (Table 1). The feedback session
suggests that more teacher training or better highlighting within
the tool would improve the teacher experience.

5.2 Learning Analysis
In addition to measuring the perception of students and teachers,
we also place importance on quantifiable improvements in learning
outcomes. Under our hypothesis that Pensieve had a substantial
impact on student learning, we expected to see a notable change in
student performance.

All measures are between the Experience Term (N = 207 stu-
dents) where we deployed Pensieve and a Baseline Term with the
same instructor, lectures and assignments, but without using the

Pensieve tool (N = 498 students). The students in the Baseline Term
had significantlymoreCS background than in the Experience Term.
37.4% of students in the Baseline Term reported > 10 hours of pro-
gramming experience, vs 27.7% of students in the Experience Term.
The Experience Term was 52% female vs 51% female in the baseline.

In the Experience Term, we provided our tool to the entire class
(as opposed to running a randomized control trial), thus it is not
possible to report on the causal impact of using Pensieve. While
we could not observe causality, we can observe correlation. The
co-occurrence of using the tool and notable learning improvement
adds weight to our belief that the tool has a positive impact. To
assess the co-occurrence of learning gains, we measured changes in
(1) time spent on assignments after the Pensieve-assisted interactive
grading assignment (2) exam performance and (3) plagiarism.

Assignment time: We used student assignment completion
time as a pre-post measure of their ability to program. For each of
Assignments 1, 2, and 3, we used students’ intermediate progress
records to calculate how long the assignment took (Note: students
received the Pensieve “intervention” just before the due date for
Assignment 2). The Experience Term saw a significant decrease in
the number of hours spent on Assignment 3, the assignment due
after the intervention (from an average completion time of 7.0 hours
down to 6.3 hours, in Figure 3a). This decrease was particularly
large given that in the Experience Term, students were slower on
average to complete assignments prior to the Pensieve intervention.
To account for this difference we calculate how long students in the
Experience Term took to complete Assignment 3 (X3) compared to
their expected completion time had they been in the Baseline Term,
given how long they spent on Assignment 1 (X̂3 |X1):

Decrease in Assn 3 time = E[X̂3 |X1] − E[X3]
= 48 mins (p < 0.0001)

We observe an increase in Assignment 3 grades between the Base-
line and Experience Term, but the change is not significant (δ =
3.2pp, p = 0.07). Most students in the Baseline Term already re-
ceived high grades (µ = 98% in Baseline, µ = 101% in Experience).

Exam ability:On its own, the ability to complete an assignment
faster does not indicate that students have learned more. Another
measure is the difference in how well students performed on the
class midterm (given just after the due date for Assignment 3).
Since the exams were not identical we evaluated the difficulty (on
a consistent scale) of each exam question and used Item Response
Theory [17] to calculate a midterm “ability” score for each student,
which would be comparable across quarters. We define a student’s
score for each question on the midterm exam as Si, j = nj ·σ (ai −dj )
where Si, j is the score of student i on question j , nj is the number of
points on the question, dj is the difficulty of the question, and ai is
the ability of the student. We can then reverse calculate ability (ai )
given their observed score and problem difficulty. The difference in
exam ability between terms is shown in Figure 3b. Student midterm
abilities, measured on a scale from 0 to 10 increased from an average
of 6.9 to an average of 7.6 (p < 0.0001).

Plagiarism: One of the theorized impacts of using Pensieve
is that it would create a culture where plagiarism would be less
prevalent: it is much harder to cheat if you are going to be presented
with your process. For Assignment 3, trajectory-based plagiarism



Figure 3: The difference in performance between the Baseline Term and the Experience (Exp) Term, where we deployed Pen-
sieve. (a) Change in time to complete assignments. (b) Change in midterm ability. (c) Changes broken down for students with
High, Mid and Low levels of initial CS background for: (left) time to complete assignment 3 and (right) midterm ability. All
error bars are one standard error of the mean.

detection (TMOSS) shows a small decrease (from 4.3% of the class
down to 3.9%) compared against previously published numbers
from the same course [43].

Who benefits: Given that background knowledge outweighs
many other factors for predicting student performance in CS1, we
disaggregated our assignment time results and exam ability results
based on the prior knowledge of students. We split students into
three equal-sized terciles (Low, Mid, High) based on a background
statistic, computed as a weighted sum of normalized: reported hours
of experience (50%), Assignment 1 grade (30%) and Assignment 1
work time in hours (20%). Based on these splits we can see that the
benefits of Pensieve were mainly experienced by the Low tercile
(Figure 3c). The Mid tercile also had significant improvements;
however the top tercile had negligible changes in midterm ability
and assignment work time between the Baseline Term and the
Experience Term.

Despite these promising results with Pensieve, there are many un-
controllable, confounding factors. In particular, teaching assistants
are not required to use our tool, and it is highly likely that those who
effectively use the tool are more effective teachers to begin with.
Instead of taking our analysis as conclusive proof of the efficacy of
Pensieve, it is better to see these results as a positive indication that
such a tool improves the student learning experience.

6 BEST PRACTICES
In this section, we discuss best practices of Pensieve that were
gleaned from our continued use of the tool and the conversations
from the SGID sessions with teaching assistants.

When to use Pensieve: With the goal of developing student
metacognition at an early stage, deploy Pensieve for the first few
programming projects in a course. This enables teachers to iden-
tify process errors early on and recommend good programming
practices, and develop a student’s metacognition.

How to use Pensieve: Pensieve can be deployed in many ways.
We believe that it is most valuable when teacher and student sit
down together and use the tool to facilitate discussion. This type
of conversation helps a teacher identify struggling students early
on, so that they can be monitored and helped through the course.
In our experience, keeping these short sessions ungraded helps
to create an environment where students can ask questions about
their own learning. Alternatively, the tool could be used for remote

feedback, though we expect the missing human conversation will
limit the impact on student learning.

Teacher training: Since our goal was to use Pensieve in student-
teacher interactions, it is important to train teachers to use this
tool effectively. Instruct teachers to foster conversations with stu-
dents about problem solving techniques. We specifically focused
on teaching teachers how to talk about top down “decomposition"
and “iterative testing" [13]. We recommend teachers use the graphs
to efficiently find the most “important” snapshots of progress—
snapshots that illustrate conceptual changes.

Studentmessaging: Pensieveworks best with fine-grained code
snapshots of student process; naturally this brings up questions of
student privacy. When presenting the tool to students, we made
clear that our intentions were to help students learn as much as
possible. Just like in other classes, the more a student shows their
work the more helpful feedback a teacher can give. Similarly, when
introducing Pensieve to students, it is an opportunity to explain
that plagiarism is much more obvious when a teacher is looking at
one’s progress.

Currently, Pensieve is most valuable with a human teacher in the
feedback process. There are many potential extensions to the tool
that would add clearer information extraction and reduce teachers’
burden, such as highlighting notable trends on theWorkflow graphs
or code diffs between snapshots. Still, it is an important first step
in providing more formative, metacognitive feedback to students,
and paves the way for better automated feedback in the future.

7 CONCLUSION
Perhaps one of the most important things Pensieve brings to the
table is the ability to view progress in a tool that is useful for both
the teacher and the student. This is a way to begin the conversation
on metacognition—and a way to bring a human aspect back to
programming despite the size of classrooms. Given how much
time is needed to learn how to code, early feedback for beginning
programmers is a highly efficient use of scarce resources, even for
classrooms who do not have a low student-teacher ratio.

Students and teaching assistants had overwhelmingly positive
feedback about using Pensieve in the classroom, and the courses
where it was deployed had significant learning improvements. We
invite you to use and improve on this novel, open-source way to
give feedback on coding process.
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