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Abstract

Lakoff (1974) argues that affective demonstratives in isfghre markers of
solidarity, with exclamative overtones deriving from thelose association
with evaluative predication. Focusing tris, we seek to inform these claims
using quantitative corpus evidence. Our experiments sidbat affectivity

is not limited to specific uses dfiis, but rather that it arises in a wide range
of linguistic and discourse contexts. We also briefly exteadmethodology
to demonstrativéhatand to Germauliese-'this’).
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1 Introduction

When we think of emotive language, we are apt to think of fatgis of per-
sonal tastel{oring, tasty), swears, lfastard damr), exclamatives, honorifics,
politeness markers, and other words and constructionsateanore or less
dedicated to the task of conveying information about outuakts and emo-
tions. For particular utterances in context, though, theses of such expres-
sive content are not always so apparent. Very commonly, aneyniding in
plain sight, in the ways in which innocuous-seeming funwicelements are
used (Campbell and Pennebaker, 2003, Chung and PennebKeY,

Demonstratives provide a clear instance in which subtlmoof expres-
sive content can arise from apparently colorless sourcaeoft (1974) dis-
cusses three general uses: spatio-temporal deixis, arsg@rd emotional
deixis. The first two are the best studied and arguably domstihe unmarked
cases. The third, which we henceforth refer t@tisctive(Liberman, 2008),
are Lakoff's focus (and ours). In English, both the proxirdeimonstratives
(thisandthes@ and the distal demonstrativethét andthosg have affective
uses, though with subtly different senses, as Lakoff oleserv

Lakoff's central generalization is that affective demoattes are markers
of solidarity, indicating the speaker’s desire to involtie tistener emotion-
ally and foster a sense of closeness and shared sentimemixd&wople, (1a)
gestures at a common view of Kissinger (enthusiasm, exaspe)y among
the discourse participants, and the quasi-indefthitetraveling salesmaim
(1b) seems “to involve the addressee more fully” (p. 347htha indefinite
form would.

(1) a. This Henry Kissinger is really something!
b. There was this traveling salesman, and he . ..

The goal of the present paper is to inform and refine this gdizer
tion using quantitative corpus evidence, taking advantsfgexisting tools
(Ramshaw and Marcus, 1995, Greenwood, 2005, Manning 20818, Hatzi-
vassiloglou and Wiebe, 2000b) and extending a set of sentioogpora that
we recently released (Constant et al., 2009b). In orderdp kee scope of the
paper manageable, we largely restrict attention to theiprabdemonstrative
this. We first discuss its affective uses in more detail (sectiprbQilding
not only on Lakoff (1974) but also on subsequent work by Rri(t981a),
Bowdle and Ward (1995), Wolter (2006), Liberman (2008), atiters. Sec-
tion 3 reports on our corpus experiments, which support #reerplization
about solidarity and also further substantiate Lakoffebremarks about
the connections between affective demonstratives andmeatives. Section
4 tentatively extends our methods to distal demonstrativesto German,
and our closing section 5 offers some general remarks aheuigefulness
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of corpora in pragmatic investigations. The appendix dessrthe data files
associated with this paper.

The next section studies a few constructions that oftenveaiys give rise
to affective readings, and we use corpora to gain a betteerstahding of
them. For the large-scale corpus work of section 3, thoughda not seek
to pin-point affective uses dhis. We think it would be a mistake to try to
restrict attention just to a few constructions. The affgtiin question is
gradient, not categorical; individual uses can arrive withre or less affec-
tivity, and with different shades of meaning. Thus, we ainstiow that the
affectivity (i) arises from the more basic spatio-tempaonglaning othisand
(ii) is strong enough to reveal itself across different lirgic and discourse
contexts. Corpus experiments are ideally suited to thess because they
allow us to identify subtle patterns that hold across a \asge of real-world
situations.

2 Affectivity effects

Lakoff summarizes her characterization of affective (doral-deictic)this
as follows (p. 347):

Under this rubric | place a host of problematical uses, gahelinked to the

speaker’'s emotional involvement in the subject-matterigfuterance. Since
emotional closeness often creates in the hearer a sensetiofgadion, these
forms are frequently described as used for ‘vividness.” Amte expressing
emotion is — as | noted last year — a means of achieving caradeadiery

often these forms will be colloquial as well. This is useddeveral reasons, all
linked to the achievement of ‘closeness,’ like spatio-terapthis, in a rather

extended sense.

This maps out a fairly specific path from the basic meaninthizfto its
solidarity effects. The final sentence indicates, in a djedlivay, that Lakoff
sees both spatio-temporal and affective uses as potgrar&ging from a sin-
gle core meaning. (Earlier in the paper, she suggests tisatfust one ex-
ample of a more general tendency for spatio-temporal esjmes to have
their “sphere of usability” (p. 346) extended into emotiealms.) The core
meaning is something like ‘proximity to the speaker’, witle forecise notion
of proximity — physical, temporal, emotional, etc. — lefteap Though one
can imagine this closeness being exclusionary, it seemarginto pull the
listener in, thereby fostering a feeling of shared sentina@d experience.

Affective uses arise in many morphosemantic and discowstegts, so
we cannot provide anything like an exhaustive look at suaediregs. Instead,
we focus on a few environments in which such readings are ipremh —
proper names and generics (section 2.1) and existentiatremtions (section
2.2) — in an effort to get a better sense for the phenomenon.
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2.1 Proper names and generics

Lakoff (1974) says that affective uses are common with propenes “that
the speaker expects the hearer to be familiar with” (p. 34)n (1a) above,
and that they commonly involve referents that have not beemtioned pre-
viously in the discourse. She suggests that these demtivstranight beuni-
formly less felicitous if the referent has already been estallistiing (2),
but we have found exceptions to this (see also Wolter 2005:&&3in (3),
which is drawn from the corpus used in section 3 below. We esgihat (2)
sounds odd at least in part because it is not clear why thé&kepehose this
particular sequence of referring devices (Vonk et al., 2992

(2) *The Secretary of State has made peace in the mideast. Thiy Hen
Kissinger really is something!

(3) In “Darkly Dreamy Dexter” author Jeff Lindsay introdigces to the
protagonist Dexter Morgan, a police criminologist workindvliami.
More specifically, he’s a blood splatter analyst who justgeays to
be revolted by blood because of the mess that it makes. Otheaisd
also a lifetime serial killer who lives by a code that onlyoals him
to target other criminals. Some complex guy, this Dexterd4or, eh?

Nonetheless, affective demonstratives often do lack custecedents in
the discourse. This amounts to a presumption that the refes;en the sense
of Prince (1981b), hearer-old but not necessarily dis@otd. This status
entails shared information, so felicitously making thisndad (rather than
avoiding it) is, in and of itself, a small gesture of solidgri

Wolter (2006: 83) further supports the familiarity claim blyowing that
demonstrative-headed proper names sound marked if thess#glr has estab-
lished that he lacks familiarity with the referent of the reain

(4) a. Whois John Smith (and what is he like)?
b. (*This) John Smith is a really great guy who builds birdhouses!
Bowdle and Ward (1995) study a range of demonstratives wetiegc
senses, as in (5), where the intended reading arises if wenasthat the
speaker is exclaiming about ThinkPads in general, as opgodee specific
one(s) present in the room.
(5) a. [infrontof a computer] These IBM ThinkPads are amgkin
b. [in front of a computer] This IBM ThinkPad is amazing!

Like Lakoff, Bowdle and Ward establish a link with speakezater sol-
idarity, concluding that these generics “mark the kind beieferred to as

1Wolter's original example makes this point fibvat
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a relatively subordinate or homogeneous kind located antibagpeaker’s
and hearer’s private shared knowledge” (p. 32), where tle@aat notion of
‘kind’ is flexible enough to extend to certain kinds of evesutsl predications.
We can again apply Wolter’s technique from (4) to test thersgth of this
familiarity effect:

(6) a. Whatis a ThinkPad?
b. (¢These) ThinkPads are amazing new laptop computers!

The speaker of (6a) indicates, via a general, unbiasediqoettat he doesn’t
know what a ThinkPad is. The reply is natural withtlesebut seems infe-
licitous with it. Bowdle and Ward predict this effect: thehiased question in
(6a) clashes with the presumption of shared knowledge aliinkPads that
thesecarries in (6b).
Bowdle and Ward (1995) observe that “the predicate of a gedemon-

strative is typically evaluative” (p. 33). Where it is ndigtresults tend to be
odd, asin (7).

(7) #These IBM ThinkPads have plastic cases!

If such uses sound reasonable in some contexts, it is liketalse the
predications can take on evaluative overtones.

The examplesin (8) suggest that Bowdle and Ward'’s evakigiwneraliza-
tion extends to proper name versions as well. Where theqatdn is purely
factual, the result sounds marked (8a), and the corpus draritp(8b-8d)
all involve evaluative claims, either because of theirdakicontent (8b) or
because their intended force is evaluative, as in the exatlaen(8c) and the
skeptical question (8d).

(8) a.fThis Henry Kissinger is Secretary of State!

b. You don't deserve to be discouraged and lied to by a costarti
Which is what this Arthur Agatston is.

c. Whois this William Young and where has he been? This wender
fulwork [...]

d. Andwho is this John Perkins, who claims that he could confo
the best economists of the World Bank and other aid insitist?

We sense also that the content of the evaluative predicati@iving the
thissheaded proper name is assumed by the speaker to be unaysiabv
In (3), for example, the speaker builds his case for the etk claim that
Dexter is a “complex guy” before choosing to ubés Dexter Morgarover
the bare proper name. If this effect is real, then it too waliably enhance
solidarity, as it ensures not only agreement, but agreeatsmit something
subjective (for discussion, see Lasersohn 2005).
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Lakoff's comments on the evaluativity effect are actuallgre specific
than this, in that she ventures a connection with exclarstand exclama-
tivity (p. 354). In this light, it is noteworthy that many oi¢ examples of
affective this in the literature include exclamation points, as well aseoth
markers of exclamativity (e.greally as used in (1a)). Exclamatives are in-
herently evaluative, to such a degree that even non-ewayaedicates take
on evaluative components inside of them, as in (9).

(9) a. What a hotebtreefview!
b. Boy, is it ever summertime!
c. |'would absolutely visit India!

This is not to say that affective demonstratives are exdamaonstruc-
tions, but rather that the two morphosyntactic phenomena samething in
common at a more abstract pragmatic level. Section 3.2éeperimental
evidence aimed at clarifying the connection.

2.2 Specific indefinites

Affective senses ofhis also arise when it is used in the specific-indefinite
sense studied by Prince (1981a), as we saw in (1b). That deamps the
existentialthereconstruction to isolate the relevant readinglaf traveling
salesmanin (10)—(11), we illustrate with two more environmentstttegjuire
indefinite phrases and thus deliver indefinite readingthisrexistentialhave
(Partee, 1999) angtarmthrnominals (Lakoff, 1974).

(10) a. Ed hagthis/a/*the} grumpy old aunt who always calls him to
complain.

b. Ed hadthesgtwo/*the} grumpy old aunts who always call him
to complain.

(11) He kissed her witlthis/an/*the} unbelievable passion.
(Lakoff, 1974)

Prince (1981a) classifies these phrases as “unambiguqegtifis indef-
inite NPs”. As one would expect from indefinites, they do neguppose
familiarity with the referent. In this sense, they contradth proper names
and kinds occurring with affectivéhis, as discussed in the previous section.
The solidarity effect does carry through to these uses,ghofccording to
Lakoff (1974),this serves in these contexts “to give greater vividness to the
narrative, to involve the addressee in it more fully” (p. 347

We think the evaluative effectis in evidence as well, butegrbtly than it
was for the proper-name and generic cases. The majorityastat examples
collected by Prince (1981a) contain evaluative languagguding markers
of exclamativity like absolutelyand exclamation marks, but this is not an
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absolute restriction; we can easily construct non-evaleagases that sound
natural. Thus, we performed a small corpus experiment td #e=evaluative
effect is a reliable tendency.

Using the tagged data described in the next section, wedtieaily identi-
fied all the existentials of the forthere BE({this/a(n)}, allowing for optional
adverbs immediately followinthereand the copula. There were 47 headed
by thisand 9,183 headed &(n).

To get an independent definition of evaluative language, odenl a list
of purely evaluative adjectivésvith the adjective lists compiled by Hatzivas-
siloglou and Wiebe (2000a,b), which they show experiméntalbe reliable
predictors of subjectivity. There were 1,729 unique adjestin the resulting
list.

We measured the frequency of evaluative language ihilséheaded ex-
amples vs. th@(n)}headed examples. In terms of absolute frequencies, the
this-headed cases come out higheRDfrequency for th&(n) cases versus
0.081 for thethis cases.

Concerned that this might be in part due to the vast sizerdifiges be-
tween the two sets of sentences (Baayen, 2001), we also cethtie fre-
guencies for randomly selected 20-sentence subsets obg#dutse two sets
over 100 trials. The results of this experiment are sumredriiz figure 1. The
dark lines mark the median values, and the triangular iradiemts roughly de-
lineate 95% confidence intervals for the medians. Here,ghaspicked out
by these indentations do not overlap, suggesting that gegiémcy difference
is almost certainly real. Thus, though it is far from absejvaluative lan-
guage is more common ihis-headed cases, suggesting a deeper linguistic
connection.

2.3 Summary
For a statement involvingthis-headed proper name or genekiove identify
the following properties:
(12) a. The speaker presumes that the hearer can identifefixent of
A
b. The predication of the referent Afis evaluative.
c. The evaluative predication is uncontroversial.
d. The speaker intends to evoke solidarity with the hearer.
The effects for specific indefinites headedthis are somewhat different.
Property (12a) does not hold, and indeed its negation seebestrue — we

have a presumption on the part of the speaker that the hesmaptidentify
the referent ofA, which is in keeping with the indefiniteness of the phrase.

2htt p: / / ww. keepandshar e. contf doc/ vi ew. php?u=12894
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0.10
|

0.08
|

Frequency of evaluative predicates (log-scale)
0.06
|

0.04
|

T T
‘this’ pivot ‘a(n)’ pivot

Existential-"there’ pivots

FIGURE 1 Box-and-whiskers plot of the frequency of evaluative laamggiinthis- and
a(n)headed existentials. For 100 trials, we picked randomesslaf 20 sentences of
each kind of corpus and calculated the relative frequeneyaluative language in
those subsets. The result is strong evidence that evaduatiguage is more common

in this-existential thara(n)-existentials.

However, we do find evidence for (12b), in the form of increaequency
for evaluative language. Property (12c) seems presenpdssively: by the
negation of (12a), the hearer is unfamiliar with the reférea predications
involving it are unlikely to be controversial. Property (i)ds in effect here
as well, though.

The known lexical properties dhis, proper names, generics, and spe-
cific indefinites bring us tantalizingly close to derivingetie effects. Proper
names always demand some degree of hearer familiaritydththe effect is
stronger whetthisis present; (4)), and indefinites always resist hearer famil
iarity (though the effect is again stronger wittis). And it is, at an informal
level, no surprise thahis should create solidarity — the effect seems like a
natural extension of its basic uses as a marker of spatipdeahproximity.
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| | Reviews| Words |
1-star 8,434 1,537,917
2-star 7,545 1,517,654
3-star|| 10,083 | 1,899,550
4-star|| 28,186 | 4,609,556
5-star|| 64,147 | 9,094,340

[ total || 118,395] 18,659,017]

TABLE 1 Basic numbers for the corpus we use throughout this paper.

3 Experiments

After describing our corpus (section 3.1), we turn to two exkpents. The
first informs the connections betwetiris and evaluativity, by locating distri-
butional parallels with exclamatives (section 3.2). Theose probes for the
solidarity effect, by studying howhis-usage changes as the degree of basic
sentiment uniformity changes (section 3.3). For these ix@ats, we study
thisin all its morphosyntactic environments, in an effort towstibat its affec-
tivity is in evidence at this general level, even though th&adikely include
many non-emotive uses.

3.1 Data

Our corpus is an extension of the English-language portfoth® UMass

Ambherst Sentiment collection (Constant et al., 2009b) ciizionsists of on-
line product and hotel reviews drawn from Amazon and Tripsalwvebsites
(along with a smaller Chinese collection from MyPrice.com). Each review
has associated with it a short summary text (averaging abowiords), a star
rating, a date, and a username. In the experiments repartedre, we work
with just the review texts, the dates, and the star ratingimare given on a
scale of 1 to 5 stars (1 the most negative, 5 the most positive)

We have extended the basic English portion primarily in éorefo gather
more 1-star ratings. As the summary numbers in table 1 shnbias for
five-star reviews is still extreme (54% fall into this categ)p but we have
enough low-rated reviews to support the inferences we aimeatce®

3The bias for five-star reviews is very general for this kindcofpus. The majority of
online product reviews, across different websites and ymbdreas, assign five-stars where
that is the scale (Chevalier and Mayzlin, 2006, Hu et al.,62@®ang and Lee, 2008). It was
not easy for us to find products with majority 1-2 star reviesv&n when we went look-
ing specifically for them (though movies, video games, and Shéws finally bore fruit).
The best evidence for this bias known to us is the Chinese Amabrpus in the UMass
Amherst Sentiment collection. That corpus consists of reigly the whole of the Chinese
Amazon website (as far as we can tell). 39% of its 527,794eveviare 5-star reviews; see
http://semanticsarchive. net/ Archive/j QZ&i M readne. ht m .
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I bought this book and read it half way through. It was soo daonng to
read. Just opinions on what caused what. It was absolutebddinl and
was a good way to fall asleep.[...]

(a) A short 1-star review with summary text “B double O ring”.

This is a good book to compare the various menu items and ptefor
their calorie values. The one problem | have with it is thanhity shows 3-
4 good items and 3-4 bad items per restaurant/store/manuéad would
rather have had this broken into a series of books and gooneniotre
detail.

(b) A short 3-star review with summary text “Good info, butaepth”.

I never had an opinion either way about Tori. | thought she fuasin
Scary Movie 2, and then got totally addicted to So NoTORIbasuldn’t
believe how down to earth and self-deprecating she wastaedined so
sincere. Her book confirmed that too! And | learned that inehé, little
girls (rich or poor)are the same, and all we really want i$ tizann Barbie
dream house :-)

(c) A short 5-star review with summary text “Good stuff!”.

TABLE 2 Sample reviews from the corpus we use throughout this paper.

The review texts themselves are relatively short (the a@eetangth is
about 200 words), largely informal, and often richly emetiparticularly in
the reviews that either pan the product under discussimtai)-or praise it
loudly (5-stars). Reviews in the middle of the scale use nemgperate lan-
guage that balances the good and the bad. Table 2 reprodueesshort
reviews exemplifying 1-star, 3-star, and 5-star reviews.

We take two perspectives on the use of demonstratives ie teggews: (i)
determiner useg (ike this booh and (ii) pronominal used (ike this). To find
such phrases, we ran the Stanford Log-Linear Part-Of-$p&agger (Man-
ning et al., 2008) on the sentences containing demongststand then we
ran Greenwood’s (2005) NP chunker on that tagged outputtddger was
trained on Wall Street Journal data, and the chunker is aidglamentation
of Ramshaw and Marcus’s (1995) NP chunker, which is transéition-based
in the sense described by Jurafsky and Martin (2§69%). These tools were
not designed for data of the sort found in our corpus, so itasthivbriefly
assessing how well they performed.



Correct status

Det.| Pro.
Predicte«%Det. 108 3
statugPro] 2 37

() The results of assessing the NP
chunker for a randomly-selected set
of 150 tokens ofthis in our corpus.

The tagger accurately tagged true de-

terminer uses 98% of the time and true
prominal uses 93% of the time.
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Correct POS

| Comp] Det.
PredictedComp] 113 | 19
POY Det| 3 | 15

(b) The results of assessing the tags
for a randomly-selected set of 150 to-
kens ofthatin our corpus marked with
either the DT (determiner) tag or the
IN (complementizer) tag, which sub-
sumes both finite-clause and relative-

clause that The tagger accurately
tagged true complementizers 97% of
the time and determiners 44% of the
time.

TABLE 3 Assessment of the POS-tagger and NP chunker on our corpus.

For this, we needed only to distinguish pronominal uses from detegmi
uses, since the string ‘this’ receives only one tag (DT) in data. Though
the chunker does not handle complex NPs, it captures a signifsubset of
simple and modified NP structures, with relatively few spus bracketings
for demonstrative-headed phrases (demonstrativelisttimgs). Table 3(a)
gives the results of our manual assessment of 150 randoteisted tokens
of this; accuracy for both determiner and pronominal uses is vagfy.hi

For that, the situation is more challenging. Before chunking, the-pé&
speech tagger must distinguish demonstratives from camgiézers. The
results for the part-of-speech tagging are not good, as &) shows. True
complementizers are identified 97% of the time, but true destratives are
identified just 44% of the time. This is potentially very pleimatic, since
the effects we study below might interact in nontrivial wayith the sort
of information that is commonly conveyed in English via dabembedding
— speaker attitudes, evidentiality, and factivity — andusial embedding
correlates highly with complementiztitat In section 4.1, we return briefly
to demonstrativéhat, arguing that its affective uses are more variable than
those ofthis and briefly discussing some suggestive results from ourusorp
methods.

3.2 Exclamativity

Our first experiment employs the methods of Potts and Sch{Z&@8) and

Constant et al. (2009a): we study the relationship betwesageiand the star-
ratings. What emerges is a distributional affinity, acrbgsé ratings, between
clear markers of exclamativity aritlis, on both its pronominal and its deter-
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miner uses. We thus obtain quantitative evidence for L&k@#974) pro-
posed link betweethis and exclamativity, a connection that is unsurprising
given the more general correlation between affective usd®aaluativity.

Methods

To get a grip on usage patterns, we rely on log-odds distobsitof words
and phrases:

Definition 1 (Rating-relative token countsiount(wp, r) is the number of
tokens ofw, (a word-string of lengti) in reviews assigning rating drawn
from a corpus of reviews.

Definition 2 (Rating-wide counts) count »(r) is the number of tokens of
word-strings of lengtim in rating category relative to a collection of reviews
T.

Definition 3 (Rating-relative log-odds)

count(wn, )
countn(r) — countr(wp, r)

The log-odds distribution resembles a regular frequenstyidution (ob-
tained with count(wn, r)/ count n(r)). Figure 2 sets the two side-by-side,
here illustrating with the frequency of the positive modifseiperbin our
corpus. The overall shape is the same, except that the déstaetween the
smallest values is lengthened in the log-odds distribufitiis change is justi-
fied as follows: the approximate frequencies for the oneastd two-star cat-
egories here are. 0000072 and @00026, respectively. To make these num-
bers more manageable, let's rescale them by multiplying égcl million,
to yield 7.2 and 26. In absolute terms, these numbers are close tog&8r
apart). However, the second i63imes larger than the first. In contrast, the
rescaled 4-star and 5-star frequencies are 77 and 120¢cteghe In abso-
lute terms, they are farther apart than our first part. Howete second is
just 1.56 times bigger than the first.

Figure 3 plots the log-odds distribution of a variety of erohktive markers
across the rating categories. In each case, the U-like sifdape distribution
is evident from the empirical points (black dots). The Usgindicate that
these phrases are uniformly more frequentin the extrerimgreategories (1-
star, 5-star) than they are in the more temperate middldndrcase ohbso-
lutely, wow, and the exclamation mark, the 1-star and 5-star valueseng a
the same, reflecting the intuition that one uses these phvasen things are
really good or really bad. Fatamn the picture is roughly the same, but with
a noticeable negative biés.

log-odds (wp, 1) d='Efln(

4One might worry that the distribution is distorted by thefatihg sizes of the underlying
rating categories seen in table 1. To address this (justiiadyen 2001) concern, we created a
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Frequency distribution Log—odds distribution
o
- L] olj - L]
© - - L]
§ § T L] % g T
2 3 g .
o - | L]
g g
L § B . . 4 5
S - —
S | Tl
o T T T T T T T T T T
1 2 3 4 5 1 2 3 4 5
Rating Rating

FIGURE2 Comparing frequency and log-odds distributions, usingerbas an
example.

The curved lines represent logistic regression modelsghwhie use to
characterize the nature of these U shapes. For a pirése model uses (13)
to predict the probability Pgj of y being used given a rating

(13) Prgy) = logit *(intercept+ B x + X2

For example, the model fabsolutelyin our corpus is summarized in table
4. The coefficients determine the model in (14).

(14) Pr@bsolutely = —7.366— 1.126x + 0.194x?

coefficient estimate  standard errorp value

Intercept -7.366 0.103 < 0.001
B1 -1.126 0.075 <0.001
B2 0.194 0.012 <0.001

TABLE 4 The fitted model foabsolutely

For the 5-star category, this predicts a frequency of 10it7.366 +
(-1.126- 5) + (0.194- 5%)) = logit™}(-8.141) = 0.00026, which is close
to the observed value of@029. The predicted 3-star value is much lower:
0.00012 (cf. the observed value of00011). That is, if you're writing a pos-
itive review, you are much more likely to usdsolutelythan you are if you
are writing a lukewarm 3-star review.

Our primary concern is with the quadratic coefficiggptwhich determines
the basic shape of the distribution. For each phrase in figuttee quadratic

balanced version with exactly 7,545 reviews in each ratatggory. All the basic results reported
here hold for the balanced version as well.
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FIGURE 3 Exclamative log-odds relative to ratings. The U-shapeiatd that these
expressions are common in the highly emotive 1-star andiaratiews and much
less common in the middle-of-scale reviews.

coefficient is significantf < 0.001). A positive coefficient corresponds to
a U shape, a negative coefficient to a Turned-U shape. Théuabsize of
the coefficient determines its width, with larger coeffic¢geoorresponding to
narrower curves. Thus, the deepest Us correspond to lagjgvpajuadratic
coefficients. Throughout this picture, we see deep, stalbt significant U
shapes.

It is worth looking briefly at intuitively non-exclamativamhguage, to see
how it stacks up in comparison to the Us of figure 3. After & ot of non-
emotional language also displays a U-shape, then we migdstigm whether
these shapes are meaningful. Figure 4 should be reassuorihisiregard.
It depicts intuitively non-emotional language, with a umifh outcome: this
language is most prominent in the more balanced middlealesreviews,
where the reviewer is weighing the good against the So@br a rigorous

SFigure 2 highlights a different shape: a linear positivereiation with the rating scale, com-
mon for strongly positive modifiers. Strongly negative niigds show an inverse correlation with
the rating scale.
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FIGURE4 These nonemotional words are used more often in the 2-4estigmrs than
at the extremes. This ‘anti-exclamativity’ puts them inedircontrast with
expressions like those in figure 3.

look at the predictions this modeling makes for the wholehefwocabulary,
see Potts and Schwarz 2008.)

How doesthis compare to the exclamatives of figure 3 and the non-
emotional words of figure 4? Figure 5 provides the same petispeonthis,
showing both its pronominal and determiner uses. The sarskdpe is ev-
ident for both, and the quadratic coefficient is again sigaift (p < 0.001).
Figure 6 plots the coefficients for the items we have seen sdadajive a
better sense of the relative size differences. The coetfieitor determiner
and pronominathis are not nearly as large as for the exclamative markers,
suggesting that the exclamative effects are less pronaduioc¢hem (as one
would expect), but the quadratic coefficient is still sigrafit (p < 0.001).

Discussion

We connect the distributional evidence with pragmaticgwiaclaims. First,
speakers writing one- and five-star reviews are in heiglttenaotional states
(or intend to create that impression); they loved or loativbdt they were
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Log-odds
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Quadratic coefficient
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Determiner and pronomindhis pattern with exclamatives (figure 3) and
contrast withtheand other nonemotional words (figure 4).
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FIGURE6 Quadratic coefficients, with1l standard error bars. Above 0, higher values
correspond to increased exclamativity. Below 0, small&rascorrespond to
increased ‘anti-exclamativity’, as measured by frequandaifferent rating

categories.

writing about, and they aimed to convey this. This is amplgarted by
the texts: scalar-endpoint reviews are full of emotionalgizage, whereas
those in the 2-star to 4-star range offer more nuanced apntmlancing the
good and the bad (Potts and Schwarz, 2008). Second, thedretirk on the
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context-dependent semantics of exclamatives tells ughkatsignal height-
ened emotions (of many kinds). These two claims predictékalamatives
will be more frequent in extreme reviews, which is exactlyatve find.

Pronominal and determinéris might be said to have ‘milder’ versions of
the same exclamative profile. Like exclamatives, they aneeroommon at the
extremes, but the contrast with middle-of-the-scale resis less dramatic,
as evidenced by the coefficients in figure 5, which are redgtismall com-
pared to those of other exclamatives, as shown in figure 6 av#hink of two
factors that might contribute to this difference: fijs travels often with ex-
clamative markers, but it does not typically determine mextiamativity on
its own (though certain intonational tunes might suffice tkmit punchier);
and (ii) relatively few uses athis involve perceptible exclamativity, so the
overwhelming percentage of uses are not sensitive to tirggradbntext. In
general, though, we see emotivity and evaluativity shihrgugh, not just
when we restrict attention to the specialized environmehtection 2, but
also when we step back to look at all uses.

3.3 Solidarity

Our second experiment aims to better understand the sitjieéfects ofthis.
To do this, we take a different perspective on our corpus.ddta products
in our collection have between 1 and 1,068 reviews assabigith them. For
some products, the reviews are basically univocal in theiisp or condem-
nation of the product. For others, the sentiments are moxedni

Review authors can gauge the room quickly: on both Tripanivésd
Amazon, the review pages provide a barplot summarizing theiloltion
of reviews to date. Thus, the tenor of the room is immediaplyarent, and
review authors have the chance, for rooms with largely unifsentiment, to
align with that majority opinion or to dissent from it. We e this to influ-
encethis-usage, as effects related to solidarity are more likelyrigeavhen
a reviewer joins in with the majority opinion.

Methods

For this experiment, we looked just at the reviews of proslugth at least 15
reviews® This yielded 836 products and 116,312 individual revieasling
17,609,549 words. For each prodéctwe gathered the following basic data:

1. The distribution of ratings across the reviews/Aor

2. The number of occurrences of determiner and pronontimglthat,
theseandthosein reviews forA relative to individual rating categories,
along with the same counts ftire (which has only determiner uses).

6Fifteen seemed sufficient, given our goals, for avoidingliable frequencies resulting from
overly sparse data. We obtained very similar results withttireshold set at 10, 50, and 100.
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1 2 3 4 5 6 7
ProduciRatingReviewsPro.this|Det. this\WordsPr(ProductRating

A 1 5 1 6 571 0.021
A 2 3 1 4 401 0.013
A 3 2 1 2 325 0.009
A 4 9 0 13 |1828 0.039
A 5 214 85 294 142835 0.918
B 1 4 2 3 516 0.045
B 2 4 1 5 824 0.045
B 3 7 1 10 |2528 0.08
B 4 11 7 10 |3075 0.125
B 5 62 20 43 (10466 0.705

TABLE 5 Basic data orthis for two products, here labeled A and B. For each product,
there are 5 rows, one for each rating category. For each revieiRs is the number
of reviews for Product that assign Rating. Columns 4 and & tiie number of
tokens forthisin reviews for Product with Rating. Column 6 gives the totafnber
of word tokens in reviews for Product assigning Rating. Goiw’ contains the
percentage of reviews in each rating category for each ptpde., the row’s column
3 value divided by all the column 3 values for the product iestion.

3. The number of words in reviews férrelative to individual rating cat-
egories.

Table 5 illustrates with counts for pronomirthls for two products.

In the exclamativity experiment of section 3.2, we took apcsrlevel
view, calculating overall distributional information feach of the rating cat-
egories. For this experiment, we take a product-level viestead, which
means that, for each product, there are five rows, one forraéioly category.
Our primary interest is the relationship between the fregies of determiner
and pronominahisand the overall level of agreement among reviewers about
the product in question.

We again calculate log-odds values for individual words phrhses rel-
ative to rating categories, as in definition 3. The only cleisghat we now
relativize these values, not to the whole corpus, but rathehe review-
sets for individual products. More specifically: €4 be the set of reviews
of productA, and letw, be a word-string of lengtm. Then the log-odds
value forwy relative to T and rating category is log-odds, (wn,r) as in
definition 3. For example, the log-odds of determiti@és in 1-star reviews
for the first product in table 5 is calculated using the valmesow 1, col-
umn 4 (tokens of pronomindhis in 1-star reviews for this product), and
row 1, column 6 (total number of words in 1-star reviews fds throduct):
log-odds, (this, 1-star)= log(1/(571- 1)) = —6.346, which corresponds to a
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frequency of logit'(-6.346)= 0.002.

To measure levels of agreement among reviewers for a giveauptA,
we use the distribution of reviews f@k across the rating categories, as in
definition 4.

Definition 4 (Product-relative review distributions).et rcount@, r) be the
number of reviews of produ@ that assign rating, and let rcount#}) be the
set of all reviews for produ@. The review distribution foA is the probability
distribution Pr@) such that
rcount@, r)
=) =— >/
") rcountd)

These distributions can be calculated using table 5. Fonpie product A
has review countéb, 3, 2,9, 214). We turn this into a probability distribution
by dividing each count by the sum of all these counts. Theasadue given in
column 7 of table 5.

To see the relevance of these probabilities for solidaffigets, consider
an individual reviewer who signs on intending to write a esvithat assigns
ratingr. The barplot near the top of the webpage gives her a sensehfatr w
the room is like. She might feel solidarity with the peopleondssigned.
Where those people are numerous relative to the full setviéwers, sol-
idarity should be enhanced. Conversely, if our reviewemis of just a few
advocates for a given rating category, solidarity should giay to opposition
and its associated language. The solidarity hypothesthif®says that its us-
age should increase as solidarity increases, which stfaigfardly predicts
a positive correlation betweehis usage and agreement.

More specifically, our expectation, in light of the solidgreffects ob-
served in section 2, is that log-odgghis, r) and Pr@, r) will be correlated
with for all productsA and rating categories. To test this, we again fit
generalized linear models for both determiner and pronahtiiris with the
Pr(ProductRating) values as the sole predictor. Figure 7 plots thdagae-
ships for both determiner and pronomirtlals, and table 6 summarizes the
statistical model for the determiner version (the pronahimodel is qualita-
tively the same). The effect is significant in both cages<(0.001), though
the figure makes it clear that we explain only a small amoutt®fariance.
We address possible causes of this in the discussion s¢asibioelow.

Section 3.2 showed th#tis has a U-shaped profile relative to the rating
categories: it is most frequent at the extreme ends of the.sRating also
seems to affect the strength of the effect of solidarity.réhis a significant
positive interaction between Rating and Pr(ProdRating), which indicates
that the effect is stronger in higher rating categories.refaionship may not
just be linear, however: we created a variable groupingexérratings (1-star,
5-star) against the others. There is again a significantotien between this
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FIGURE 7 Testing for solidarity effects across all ratings and atidarcts. Thex-axis

tracks Pr(ProducRating), and thg-axis measures log-odds values fiois. These

two values are positively correlated, as predicted by thidaity hypothesis: the
more agreement there is for a rating category, the more éredjis becomes.

coefficient estimate standard errop value
Intercept -5.627 0.006< 0.001
Pr(ProductRating) 0.39 0.011< 0.001

TABLE 6 Summary of the fitted model for determirtéis testing the solidarity
hypothesis using the review distributions obtained froifinit@n 4 to measure levels
of solidarity.

variable and Pr(Produd®ating), which suggests that the effect of sentiment
uniformity onthis-frequency is stronger in the extreme rating categories and
weaker in the mid-range ones.

Discussion

The above experiment provides evidence for the solidafigcewe argued
for in section 2 based on a small number of carefully chosemgstes. The
relative weakness of the effect may be due to the presenceany mon-
emotive uses, but it could also, at least in part, be due tkmesses in our
approach rather than the pragmatic generalization itSeif measures of sol-
idarity (the distribution of reviews) no doubt obscure motthe complexity
and richness of solidarity, and the “discourses” on whié litased — sets of
reviews for a single product— are atypically fragmentedhwitle real inter-
action. (Reviewers sometimes comment on other reviewatingegsomething
like dialogue, but these seem rarely to blossom into coatierss.) Thus, our
results might be taken simply as an indication that it wowddobomising to
pursue the solidarity effect fahis using other data and methods.

Our measure of solidarity is not the only plausible one, se omght
worry that our result depends heavily on the specific choiemade. How-
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ever, we tried a number of different measures with nearlysémae results
for all choices. One important alternative to consider is 8hannon en-
tropy of the review distribution (Cover and Thomas, 1991isTtoo reveals
the same basic pattern, though with weaker results. We comgethat this
is because each product has just one entropy value assbuidteit (as
it is a global measure of the entire distribution), which @bes many po-
tential anti-solidarity effects. Thus, for example, a disttion of reviews
(5,5,5,5,20) shows a high amount of agreement, as indicated by its low en-
tropy value, but the situation is very different for the mwers giving stars
one through four than it is for reviewers giving rating fiveptigh the two
groups are equally numerous. The Pr(Prograting) values appropriately
distinguish reviewers in the one-to-four-star group (mafyvhom might
stand in opposition to the five-star-givers) from the fivarsgfroup’

We also experimented with combining any rating categorigkimvone
standard deviation of the mean rating, as a way of captutiegidct that,
for example, a distribution likél, 1, 1, 45, 50) shows high agreement at the
positive end of the scale, with the 45 four-star reviews ded30 five-star
reviewers presumably feeling pretty much the same aboypribduct. This
too delivered the correlation.

One might expect the result to improve if we paid more attentd the
temporal ordering of the reviews. If the entropy of the rewidistributions
changed radically over time, then the solidarity effectaildavax and wane
as well, which could obscure the effect. We did experimenta/hich we
calculated the Pr(Prody®ating) values for each review based on the dis-
tribution at the point it was written, but the result agaidrdt change. We
suspect the intuition about temporal dependence is sournidtrable here
due to the fact that the review distributions for individpabducts tend to be
very stable throughout our data. There is of course some flithesstart, but
it quickly settles out.

One might also worry that the effect we observe is due to thereaf
the star-rating categories and the associated extremefdridive-star re-
views. To address this concern, we ran a version of the sdlideperiment,
as described above, on a corpus of comments from the webpjtesing
Views (htt p: / / www. opposi ngvi ews. com). Each comment is associ-
ated with a specific question (e.g., “Should we legalize jmania?”, “Does
yoga harm your body”, “When does life begin?”) to which a e#yiof ex-
perts have provided commentary. The experts are divided tipebside they
take on the issue. As with the review distributions at Amazom and Tri-
padvisor.com, the distribution of sides is visually apparhen a user logs

"We also attempted to create a combined measure, consisgftitige @roduct of Entropy
and Pr(ProducRating). This turned out to be almost perfectly correlate@t(ProductRating)
alone, and yielded all the same effects.
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in to comment, so commenters get an intuitive visual senseliether they
align with a majority or minority view. The solidarity hypuosis predicts that
this should influence demonstrative use. We fit the same kiredatistical
model as above, with the ratings now replaced by sides, warelgenerally
non-scalar and vary from question to question. We againdausignificant
positive correlation betweethis usage (combining determiner and pronom-
inal uses, since we did not chunk the data) and our measursslidéarity.
The sides typically are not ordered, nor is there a bias irctipus for any
particular side. These results therefore help to bolstevigw that the effects
we observe trace to genuine usage conditions. We hope tofailyrdiscuss
this and other experiments with the Opposing Views datatiurémwork.

4 Extensions

We have so far restricted our quantitative work to Engtlsk. We feel that
we have the best grip on its affectivity of all the demonstes, it is both
numerous in our data (unlikhese thoseg, and it is easy to identify (unlike
that, table 3). Nonetheless, it is worth briefly looking at theulesf applying
the above methods more broadly. Section 4.1 looks at Entjiehand sec-
tion 4.2 extends our methods outside of English (see alsisan Potts To
appear).

4.1 Distal demonstratives

Lakoff (1974), Bowdle and Ward (1995), and Wolter (2006)lgra affective
proximal and distal demonstratives, identifying commamnents of affectiv-
ity across both. Lakoff remarks that, surprisingly, theme solidarity effects
with that “These are perhaps the most curious semantically, sireelith
tance markethat seems to establish emotional closeness between speaker
and addressee” (p. 351). Commenting on Liberman (2008d8arPartee
points out that this closeness effect is often exploiteddwedisers, who fos-
ter a “fake familiarity” with phrases lik¢éhat certain someonand (in the
context of public radio fundraisindg)ont put it off any longer — make that
phone call right now

These characterizations might lead one to exgettto have roughly the
same distributional profile ahis. This is not what we find, however. Figure
8 applies the methodology of section 3.2Mat giving its log-odds distribu-
tion relative to rating categories. Both models are ggo& (0.001), and the
quadratic coefficients are negative, making these itemspaoable tathein
their ‘anti-exclamativity’, though with a notable bias fitre negative end of
the rating scale.

In retrospect, this might not be so surprising. Though itlésacthatthat
can work as a marker of solidarity and exclamativity, thesesumight be in
the minority. Citing the Oxford English Dictionary, Libean (2008) offers
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FIGURE8 Demonstrativehat more closely resembles the anti-exclamatives of figure
4 than it doeghis (cf. figure 5).

a mixed assessment of then-Vice Presidential candidash$alin’s usage:
“Often, there seems to me to be a tint of ‘censure, dislikesgcorn’ (or ‘com-
mendation or admiration’) in Gov. Palin’s use of demonsteatieterminers”.
Some of its constructional uses strike us as almost uniformagative (sar-
castic, ironical) in current usage despite positive osgifor example, Lakoff
cites examples like (15a) as sympathetic, but a Google Isdéar¢he quoted
stringhow s t hat in June, 2009, turns up lots of negative things like (15b-
15d), which all relate to President Obama’s economic stisiptogram. Sim-
ilarly, though the “fake familiarity” of the advertisemerRartee cites do seem
to be intended as friendly, there is arguably an elementalfisrg in them as
well.

(15) a. How'sthatthroat?
b. How's that porkulus working out?
c. How's that “hope” and “change” working out for you?
d. How's that $787 billion stimulus plan working out?

The methods we used in section 3.3 give results that contitsthe ones
we saw forthis but that are in keeping with figure 8. Here again, we used
Pr(ProductRating) as the sole predictor. Figure 9 plots the resultshisf t
modeling. The coefficient for Pr(ProduBRating) is—0.475 with a standard
error of Q039 (p < 0.001). What's noteworthy here is really that the effect
goes in the other direction fromhis. Notably, there again is evidence sug-
gesting an interaction with Rating, with the effect becogmnilder in higher
rating categories.

4.2 German demonstratives

We have suggested that affective usethefarise from its more basic mean-
ing as a marker of spatio-temporal proximity. We do not offeheoretical
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FIGURE9 Solidarity effects withthat Here, there is an inverse correlation between
thatusage and Pr(Produ®ating) values, a marked contrast wittis suggesting that
the two give rise to different kinds of affectivity.

account of how the underlying semantics can be this flexiiepur experi-
mental evidence, which looks at all usegtds, supports this kind of account.

If this is correct, then we expect affectivity for proximatmonstratives
quite generally across languages. Wolter (2006) explititkes a different
view, saying “There is no guarantee that every languagehaile emotive
demonstratives” (p. 85). We think it is fair to say that we adwocating the
opposite view. To begin testing this, we now look briefly a German prox-
imal demonstrativelies- (‘this’) in the UMass Amherst Sentiment Corpora.
We have not tagged or chunked that data, so we look at the recmas of
this word, without distinguishing its pronominal and detérer uses as we
have for English.

Figure 10(a) gives the analysis dies-relative to the rating categories,
with results that are very much like those we havetfas. Davis and Potts
(To appear) find the same basic pattern for the Japanesematdéterminers
kono (determiner ‘this’),kore (prominal ‘this’), andkonna(‘this kind of’),
though with noteworthy contrasts within the paradigm.

Figure 10(b) identifies a positive correlation between tbe afdies-and
the percentage of agreeing reviews. The picture is the sameeasaw for
English (figure 7). As was the case fhis, the effect appears to be stronger in
higher rating categories, as there is a positive interadieiween Rating and
Pr(ProductRating). This kind of cross-linguistic correspondencedsested
if affective uses derive from a more basic proximal meaning.

5 Conclusion

With the experiments of section 3, we sought to use largearar test lin-
guists’ intuition-based hypotheses about affective usakia Our evidence
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(a) Exclamativity effects. (b) Solidarity effects.

FIGURE 10 Germandies=

helps confirm the generalizations of Lakoff (1974), Bowdid &Vard (1995),
and Wolter (2006), and others that affectttés both evokes speaker—hearer
solidarity and correlates strongly with evaluativity oétkort we find with un-
controversially exclamative words and constructions. Yéeable to build ro-
bust models for the exclamativity effect. The solidaritieefs that we found
are more subtle. This might, in part, be due to the likely eneg of many
non-emotive uses, but also might trace to the necessaniso&pnative na-
ture of our methods rather than the true linguistic stremdttne effect. It is
furthermore clear that many more factors affect deterntgheice, so that the
emotive dimension accounts for only a small part for the alv@ariation in
this regard.

We hope that these experiments help to build the case thatisonethods
and corpus tools are valuable to pragmatic theory. The gatw perspec-
tive that they provide allows us to identify important fast@nd correlations
even where there are a great many other influences gettihg iwdy of such
generalizations. Corpus methods also provide the oppidytieriook at thou-
sands of different contexts, identifying the commonadifie them and using
that information to gain a deeper understanding of the nitha@mplex mes-
sages that speakers send and hearers receive when usingdang






Appendix

Data files

This appendix briefly describes the data files that were ueedhe ex-
periments in this paper and that are distributed with theepaphe file
gener at e-al | - pl ot s. Rgenerates all the plots for the paper, placing
them in thepl ot s/ subdirectory.

1 unigrans. english.csv

This is the basis for the section 3.2 experiment. It includisgibutional in-
formation for all the unigrams in our corpus with at least dkeins. Here is
the basic format, illustrating withbsolutely

Word Rating TokenCount RatingWideCount

absolutely 1 378 1508620
absolutely 2 220 1487793
absolutely 3 202 1861874
absolutely 4 739 4515665
absolutely 5 2585 8928094

For each row, TokenCount is the number of tokens of Word ierey as-
signing Rating, and RatingWideCount is the number of tolafredl words
in reviews assigning Rating. The associated R script (R Dpweent Core
Team, 2008) iexcl amat i vi t y. R, which builds generalized linear mod-
els and associated plots using this format.

2 dens. csv

This file contains the demonstrative counts for English aath@n. The for-
mat is the same as thatohi gr ans. engl i sh. csv

3 byproduct. english. dens. csv

This is the basis for the section 3.3 experiments. The basiedt is described
in table 5, except that the full version includes columnslieas well aghat,

27
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these andthose on their determiner and pronominal uses. The associated R
scriptissol i dari ty. R, which builds generalized linear models and asso-
ciated plots using this format.

4 byproduct. dies.csv

Same format abypr oduct . engl i sh. dens. csv but for Germardies-
using the German portion of the UMass Amherst Sentiment @arfCon-
stant et al., 2009b). The scripbl i dari t y- pl ot s. Rworks for this file
as well.

5 Existentials files

The filesexi st enti al - sent ences- (a| thi s).txt contain existen-
tial sentences extracted from our corpora, in the manneritesl at the end

of section 2. The filssent i ment - adj ecti ves. t xt contains the list of
subjective adjectives (derived fram t p: / / ww. keepandshar e. com
doc/ vi ew. php?u=12894) that we used to supplement the lists dis-
tributed by Hatzivassiloglou and Wiebe (2000b). The scgpher at e-

al | - pl ot s. Rcontains the particular values that we used to create the plo
in the paper.
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