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Abstract 

A number of problems in the analysis and design of 
control systems may be reformulated as the problem 
of minimiring the largest generalized  eigenvalue of 
a pair of symmetric matrices which  depend  affinely 
on the decision variables, subject to constraints that 
are linear matrix inequalities. For these generalized 
eigenvalue  problems, there exist numerical algorithms 
that are guaranteed to be globally convergent,  have 
polynomial worst-case complexity, and stopping crite- 
ria that guarantee desired  accuracy. In this paper, we 
show how a number of important interpolsth  prob 
lems in control may be solved via generalized  eigen- 
value minimization. 

1. Introduction 

R denotes the set of real numbers. C denotes the 
set of complex numbers. C+ denotes the set of com- 
plex  numbers  with positive real part. For c E C, 
Rc is the real part of c. The set of p x q matrices 
with  complex entries is denoted CPxq. P' stands for 
the complex conjugate transpose of P. I denotes the 
identity matrix, with  size  determined  from context. 
llPll denotes the spectral norm  .(maximum singular 
value) of P E CPxq, defined as the square-root of the 
maximum  eigenvalue of P'P. The matrix inequali- 
ties A > B and A 2 B mean A and B are square, 
Hermitian, and  that A - B is positive definite and 
positive semidefinite, respectively. 

A linear matrix inequality or an LMI is a.matrix 
inequality of the form D(z) = DO +-Ci=l ziDi > 0, 
where Di are given real symmetric matrices, and  the 
x i s  are  the decision  variables. We will use the term 
EVP (GEVP) for the optimization problem of mini- 
k i n g  the largest eigenvalue  (generalized  eigenvalue) 
of a symmetric matrix (pair of symmetric matrices) 
that depends  affinely on the decision  variables, sub 
ject to linear matrix inequality constraints. E W s  
(GEVPs) are convex  (quasiconvex)  nondifferentiable 
optimization problems; therefore there exist readily 
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derived  necessary and sufficient optimality conditions 
and a welldeveloped duality theory.  Moreover, the 
fundamental  computational complexity of these prob 
lems is low,  in particular, polynomial-time. Thus 
E W s  and GEVPs are tnadcrbk. 

There  exist a number of general algorithms such as 
the ellipsoid  method that  are guaranteed to work  for 
EVPs and GEVPs.  More  recently, a number of  very 
efficient interior point methods  have been proposed 
for  these  problems. We refer the reader to [l, 21 for 
more details. 

Several important problems in the analysis and de- 
sign of control systems may  be reformulated as EVPs 
and GEVPs (see [3] and  the references therein). In 
this paper, we will show  how a number of important 
interpolation problems  in control are equivalent to 
generalized  eigenvalue minimization over linear ma- 
trix inequalities. 

2. Tangential  Nevanlinna-Pick problem 

Given AI,. . . , A m  with Ai E C+, u1,. . . , urn, with 
ui E Cq and VI,. . . ,om, with vi E CP, i = 1,. . . , m, 
and M > 0, the  tangential Nenmlinna-Pick  problem 
is to h d ,  ifpossible, a function H : C C P x 9  which 
is analytic in C+, and satisfies 

(llHil, denotes the H,-norm of H, which is d&ed 
as S U ~ , ~ R  IlH(ju)ll.) This problem,  which  arises  in 
multi-input multi-output H,-control theory [4], has 
a solution if and only if there exist Gin > 0 and Gout > 
0 such that the following equations and inequality 
hold. 

A'Gi, +G;.A- U'U = 0, 
A*Gout + GoutA - V'V = 0, (1) 

M " 3 n  -Gout 1 0, 

where A = diag(A1,. . . , A"), U = [UI * *. um] and 
V = [ul . . . om]. Finding the smallest M such that 
there exist Gi, > 0 and Gout > 0 satisfying (1) is a 
GEVP with  variables Gin and Gout. In fact,  it is a 
simple  generalized  eigenvalue calculation. 
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$. Nevaalinna-Pick problem with scaling 

Given AI, .. . ,A, with Ai E C+, 11 ,... ,%, with 
ui E CI and Q ,..., u,, with vi E c 1 ,  i = 1 ,..., m, 
the problem is to find 

H analytic in C+ 
, D = P > O  

i = 1, ..., m 

where 2, is typically the set of diagonal or  block- 
diagonal  matrices. 

This problem corresponds to finding the deat 
scaled H, norm of all interpolants. This problem 
arises in multi-input mdti-output H,-control syn- 
thesis for systems with structured perturbations [SI. 

With a change of variables P = D D ,  yo@ may 
be determined as the mallest positive M such that 
there exist P > 0, P E.D, Gin > 0 and Gout > O s n c h  
that the following equations and inequality  hold. 

4. Requency responae identification 

Consider the problem of identifying the transfer 
h c t i o n  H of a singleinput  singleoutput linear sya- 
tem from noisy meaennments of ita frequency 
sponse at a list of frequencies [6]: Given 4 and 
fi = H(jwi) + ni, i = 1 ,... ,m, where ni are the 
(unknown) vise values, the problem is to iden@ 

H may be required to satisfy some constraints, 
which may arise from  information about  the 
known a prioti, or  may  reflect  properties  desired of 
the identified  system,  consistent  with  measurements, 
such 85 

FramI%wdimmPjckthaxy,tbereexiatHandn 
with a ( w i )  = f i  + e sat-g conditions (1-3) if 
and d y  if there e&t n s a t m g  (3), Gi, > 0 and 
Gomt > 0 such that 

(A + Ql)*Gi ,+Gt(A+cr; l ) -e*e=O,  
(A+al)*G,t+G,t(A+al)-(f+n)*(f+n)-O, - 
where A = diag(jw ,..., jw,,,), e = [l ... 11, f = 
VI f,,,] a n d n = [ n l  n,]. It canbeshown 
that these conditions are equivalent to 

M2Gb - G-t >, 0, 

M'Gt - G,t >, 0 

( A + d ) ' G ~ , + G i , ( A + ~ I ) - e * e < O  
(A+al)*G,t+Gkt(A+al)-(f+n)'(f+n) > 0 
with n*n 5 c2 (or l%l 5 r, i = l,.. . ,m). 
With thie obeenrstion, we may answer a number of 

interedng questions in hquency response identifica- 
tion by solving EVPa and GEVPs. 

Por)Fteda andr, minimite hi. Solving this GEVP 
answers the question  "Given a and a bound on the 
noise values, what is the smallest  poseible a-shifted 
R, norm of the system  consistent  with the measur+ 
menta of the frequency  response?" 

For )Fted a and MI minimize c. Solving this EVP 
answers the question "Given a and a bound on a- 
shittcdH,normofthesystem,whatistheSsm$l- 
est" poeaible noise cmdstent with  the meMurements 
of the frequency  response?" 
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