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#### Abstract

We consider the problem of computing the smallest contact forces, with point-contact friction model, that can hold an object in equilibrium against a known external applied force and torque. It is known that the force optimization problem (FOP) can be formulated as a semidefinite programming problem (SDP) or a second-order cone problem (SOCP), and thus, can be solved using several standard algorithms for these problem classes. In this paper, we describe a custom interior-point algorithm for solving the FOP that exploits the specific structure of the problem, and is much faster than these standard methods. Our method has a complexity that is linear in the number of contact forces, whereas methods based on generic SDP or SOCP algorithms have complexity that is cubic in the number of forces. Our method is also much faster for smaller problems. We derive a compact dual problem for the FOP, which allows us to rapidly compute lower bounds on the minimum contact force and certify the infeasibility of a FOP. We use this dual problem to terminate our optimization method with a guaranteed accuracy. Finally, we consider the problem of solving a family of FOPs that are related. This occurs, for example, in determining whether force closure occurs, in analyzing the worst case contact force required over a set of external forces and torques, and in the problem of choosing contact points on an object so as to minimize the required contact force. Using dual bounds, and a warm-start version of our FOP method, we show how such families of FOPs can be solved very efficiently.


Index Terms-Convex optimization, force closure, friction cone, grasp force, interior-point method, second-order cone program (SOCP).

## I. Introduction

AFUNDAMENTAL problem in robotics is choosing a set of grasping (contact) forces for an object (see, e.g., the survey [1]). The most basic requirement is the ability to restrain an object against a specified external wrench [2], such as that due to gravity. A generalization is the ability to resist external wrenches in a "task wrench space" [3] or any wrench due to a force applied at the boundary of the object [4]. The ability to resist an arbitrary external wrench is called force closure [5], [6]. In this paper, we first focus on the basic requirement, i.e., the ability of the contact forces to resist a specified external wrench; we then show how to efficiently handle some of these generalized contact force requirements, such as determining force closure.

Among the contact forces that can hold the object in equilibrium against the external wrench, we seek one with minimum force, as measured by the maximum magnitude of the contact forces. The problem of finding such a set of forces is the force optimization problem (FOP). Early papers on this topic in-

[^0]clude [2] and [7], where the FOP is formulated (approximately) as a linear program (LP), by approximating the friction force limit constraints as linear inequalities; other papers taking the same approach include [8] and [9]. Mishra [10] describes several types of FOPs, algorithms for determining feasible or optimal forces, and points out the underlying convexity of the problem. Other researchers have proposed neural network methods [11], [12], probabilistic algorithms [13], and various other methods.

The FOP comes up in several applications and settings, such as grasp optimization (which might involve the selection of the contact points as well as forces) [14]-[18], or real-time grasp control [19], [20], and force optimization for the legs of a quadruped robot [21]. Some experimental results for force optimization are reported in, e.g., [22].

In the late 1990s, several exact formulations of the FOP were obtained by expressing it as a convex optimization problem involving matrix inequalities or second-order cone inequalities. The FOP is expressed in [24]-[27] using (linear) matrix inequalities, so the resulting optimization problem is a semidefinite programming problem (SDP). The FOP is formulated as a second-order cone problem (SOCP) in [28].

These formulations reduce the problem to (what is now) a standard convex optimization problem. This means the problems can be solved, globally and efficiently, by a variety of methods for nonlinear convex optimization developed in the 1990s (see, e.g., [29]). General-purpose LP, SOCP, and SDP software is now widely available (see, e.g., [30] for comparative benchmarking of some recent codes). These solvers can reliably and efficiently solve FOPs. A typical FOP, with five contact points and one external wrench, can be solved in well under a second, on the order of 100 ms on a current typical desktop PC (for example, a 3-GHz Pentium IV). Several authors have developed custom solvers for the FOP that are faster than generic SDP or SOCP solvers. Buss et al. [25] developed a Dikin-type algorithm for the FOP, and Helmke et al. [27] developed a quadratically convergent algorithm. Our research is similar in spirit to these.

The need to solve the FOP quickly arises in several applications, for example, when the FOP must be solved many times. Suppose we are given a lower and an upper bound on the external force and torque components, i.e., a box in wrench space, and wish to find the maximum value of minimum contact force required to resist any wrench in this wrench box. (This includes the more basic problem of determining whether or not each wrench in the box can be resisted by some contact forces; by finding the maximum value of minimum force required, we obtain a quantitative measure of the ability to resist wrenches in the box.) We can do this by solving the FOP for each of the $2^{6}=64$ vertices of the wrench box. The maximum of the optimal forces over these vertices is, in fact, the maximum contact force required over all wrenches in the box, since the optimal
force required is a convex function of the wrench. So, here, we have an example where 64 FOPs must be solved. A similar example is provided by the problem of determining force closure. As we will see in Section II-F, this can be done by solving a set of seven (or more) FOPs.

As another example where many FOPs must be solved, consider the problem of optimizing the position and orientation of a manipulator, relative to an object, using the minimum force required to grasp the object as the objective (see, e.g., [6]). This is the (nonconvex) problem of optimizing the contact points at which to grasp a given object. This can be done using an outer search loop that generates candidate manipulator positions and orientations; for each candidate, we find the resulting contact points, and then, solve the associated FOP to determine the minimum force required to grasp the object. Such an algorithm can require the solution of hundreds of FOPs.

Applications that involve the solution of many FOPs, such as finding the worst case contact force over a wrench box or contact point optimization, benefit directly from a very fast FOP solver like the one we describe in this paper. We will also consider methods for obtaining even more efficiency when solving a family of related FOPs, using warm-start optimization techniques, and "short-circuiting," i.e., early termination.

In this paper, we describe a method for solving the FOP that is substantially faster than a general-purpose solver for SDP or SOCP. Despite the speed of our method, its termination is entirely nonheuristic; our method terminates with a provable bound on the suboptimality of the computed contact forces (when the problem is feasible), or with a certificate proving infeasibility of the problem, when the problem is infeasible.

We obtain the speedup by exploiting special structure in the FOP to compute the search direction in each iteration of an interior-point method. The computational effort of our method scales linearly with $M$, the number of contact points; for a generic SDP or SOCP, however, the computational effort grows as $M^{3}$. Our method is much faster for small problems as well. For a typical grasping problem with $M=5$ contact points, our method solves the FOP in around $400 \mu \mathrm{~s}$, on a 3 GHz Pentium IV, with a not particularly optimized C++ implementation. This means that 2500 FOPs can be solved in 1 s . By exploiting warm-start techniques, the typical time to solve a FOP drops to around $200 \mu \mathrm{~s}$, many hundreds of times faster than generic SDP or SOCP solvers.

It is difficult to make a direct speed comparison between our method and those of Buss et al. [25] and Helmke et al. [27], since these methods have different stopping criteria, not based on an explicit dual bound, and the run time depends very much on the details of the implementation. In fact, many of the methods in this paper can be used in both of these algorithms. For example, our dual-based stopping criterion is easily used in both algorithms; moreover, our method for a fast solution of the linear equations that must be solved in each step can be used to speed up the iterations in the Dikin method as well. In any case, there is not much room for significant speed improvement over our method, by any other method at all, since our method requires around eight or so iterations, each of which entails a few hundred $M$ floating point operations. To put this in context,
we note that our method requires only around a factor of 10 times more effort than simply verifying that equilibrium holds.

The outline of this paper is as follows. In Section II, we describe the basic contact FOP, formulated as a conic problem, i.e., a convex optimization problem with linear objective and equality constraints, and convex cone constraints on the variables. In Section III, we derive a compact dual problem for the FOP, which allows us to rapidly compute lower bounds on the minimum grasping force and certify the infeasibility of a FOP. We use this dual problem to terminate our optimization method with a guaranteed accuracy. In Section IV, we describe the barrier subproblem associated with a primal interior-point method for the FOP, and in Section V, we show how the special structure of the FOP can be exploited to compute the search direction very efficiently. We describe the overall algorithm in Section VI, and methods for efficiently solving a family of FOPs in Section VII. We give numerical results in Section VIII, and describe some variations and extensions on the problem in Section IX.

Finally, we describe our (fairly standard) notation. We denote the set of real numbers by $\mathbf{R}$, the set of real $n$-vectors as $\mathbf{R}^{n}$, and the set of real $m \times n$ matrices as $\mathbf{R}^{m \times n}$. We use the notation ( $a, b, c$ ) (for example) to denote a column vector with components, and $c$, which we also write as

$$
\left[\begin{array}{l}
a \\
b \\
c
\end{array}\right]
$$

When $a, b$, and $c$ are reals, this is a vector in $\mathbf{R}^{3}$. We use the same notation when $a, b$, and $c$ are themselves (column) vectors, in which case $(a, b, c)$ is the column vector obtained by stacking $a$ on top of $b$ on top of $c$.

## II. Grasp Force Optimization Problem

The rigid object is grasped at $M$ contact points, which have positions $p^{(i)} \in \mathbf{R}^{3}$ (in the global coordinate system), for $i=$ $1, \ldots, M$. We will use a point contact with friction model. (In Section IX-C, however, we explain how our methods can be extended to handle other friction models, e.g., a soft contact point that can exert a torque on the object.) The force applied at a contact point $p^{(i)}$ will be denoted by $f^{(i)} \in \mathbf{R}^{3}$, and is given in a local coordinate system, with $x$-axis and $y$-axis tangent to the object surface at $p^{(i)}$, and $z$-axis normal to the object surface at $p^{(i)}$ and pointing inward. We denote its components as $f^{(i)}=\left(f_{x}^{(i)}, f_{y}^{(i)}, f_{z}^{(i)}\right)$. Thus, $f_{z}^{(i)}$ is the normal (inward) force applied at contact point $p^{(i)}$, and $\left(f_{x}^{(i)}, f_{y}^{(i)}\right)$ is the tangential force applied at contact point $p^{(i)}$.

## A. Friction Cone Constraints

The point contact friction model requires the contact forces to satisfy the friction cone constraints

$$
\begin{equation*}
\left\|\left(f_{x}^{(i)}, f_{y}^{(i)}\right)\right\|=\sqrt{f_{x}^{(i) 2}+f_{y}^{(i) 2}} \leq \mu_{i} f_{z}^{(i)}, \quad i=1, \ldots, M \tag{1}
\end{equation*}
$$

where $\mu_{i}>0$ is the friction coefficient at contact point $p^{(i)}$. This constraint states that the magnitude of the tangential force
does not exceed the friction coefficient times the normal force. (In particular, it implies that the normal forces $f_{z}^{(i)}$ must be nonnegative.) The friction cone constraints are second-order cone constraints [29, Sec. 4.4.2] [28]. We introduce the friction cones $K_{1}, \ldots, K_{M} \subseteq \mathbf{R}^{3}$, defined as

$$
\begin{equation*}
K_{i}=\left\{x \in \mathbf{R}^{3} \mid \sqrt{x_{1}^{2}+x_{2}^{2}} \leq \mu_{i} x_{3}\right\}, \quad i=1, \ldots, M \tag{2}
\end{equation*}
$$

Using this notation, we can express the friction cone constraints (1) compactly as

$$
\begin{equation*}
f^{(i)} \in K_{i}, \quad i=1, \ldots, M \tag{3}
\end{equation*}
$$

## B. Equilibrium Constraints

Let $Q^{(i)} \in \mathrm{SO}(3)$ be the $3 \times 3$ orthogonal matrix that transforms forces in the local coordinate system at $p^{(i)}$ into the global coordinate system. Thus, the force on the object due to the contact force at $p^{(i)}$ is $Q^{(i)} f^{(i)}$ (in the global coordinate system). The force equilibrium condition is

$$
\begin{equation*}
Q^{(1)} f^{(1)}+\cdots+Q^{(M)} f^{(M)}+f^{e x t}=0 \tag{4}
\end{equation*}
$$

where $f^{\text {ext }} \in \mathbf{R}^{3}$ is the total external force that acts on the object (in the global coordinate system).

The torque applied to the object by the force at contact point $p^{(i)}$ is given by

$$
p^{(i)} \otimes Q^{(i)} f^{(i)}
$$

(in the global coordinate system). The torque equilibrium condition is

$$
p^{(1)} \otimes Q^{(1)} f^{(1)}+\cdots+p^{(M)} \otimes Q^{(M)} f^{(M)}+\tau^{\mathrm{ext}}=0
$$

where $\tau^{\text {ext }} \in \mathbf{R}^{3}$ is the total external torque that acts on the object (in the global coordinate system). Then, we can write the torque equilibrium condition as

$$
\begin{equation*}
S^{(1)} Q^{(1)} f^{(1)}+\cdots+S^{(M)} Q^{(M)} f^{(M)}+\tau^{\mathrm{ext}}=0 \tag{5}
\end{equation*}
$$

where

$$
S^{(i)}=\left[\begin{array}{ccc}
0 & -p_{z}^{(i)} & p_{y}^{(i)} \\
p_{z}^{(i)} & 0 & -p_{x}^{(i)} \\
-p_{y}^{(i)} & p_{x}^{(i)} & 0
\end{array}\right] \in \operatorname{skew}(3)
$$

is the skew-symmetric matrix that satisfies $S^{(i)} x=p^{(i)} \otimes x$.
We now introduce some more compact notation for the equilibrium constraints. We define the contact force vector $f \in \mathbf{R}^{3 M}$ as

$$
f=\left(f^{(1)}, \ldots, f^{(M)}\right)
$$

the vector of all the contact forces. We define contact matrices $A_{i} \in \mathbf{R}^{6 \times 3}$ as

$$
A_{i}=\left[\begin{array}{c}
Q^{(i)} \\
S^{(i)} Q^{(i)}
\end{array}\right], \quad i=1, \ldots, M
$$

and the (overall) contact matrix $A=\left[A_{1} \cdots A_{M}\right] \in \mathbf{R}^{6 \times 3 M}$. We collect the external force and torque into a single external wrench $\omega^{\text {ext }}=\left(f^{\text {ext }}, \tau^{\text {ext }}\right) \in \mathbf{R}^{6}$. Note that $A^{(i)} f$ gives the wrench on the object due to the force at contact point $p^{(i)}$ and $A f$
gives the total wrench on the object from all the contact forces. Thus, we can write the equilibrium conditions (4) and (5) as

$$
\begin{equation*}
A f+\omega^{\mathrm{ext}}=0 \tag{6}
\end{equation*}
$$

This is a set of six linear equations in the $3 M$ contact forces $f$.

## C. Contact Force Constraints

In many practical problems, there are further constraints on the contact forces due to actuator limits, kinematic constraints, and other limits, which we can describe as

$$
f \in \mathcal{C}^{\text {other }}
$$

These constraints are typically convex, and often polyhedral, i.e., $\mathcal{C}^{\text {other }}$ is described by a set of linear equalities and inequalities on the contact forces. In the main development of this paper, we will ignore these constraints; but we will make occasional comments about how our methods can be extended to handle these constraints.

## D. Force Optimization Problem

The FOP is to find a set of contact force vectors $f^{(i)}$ 's that are as small as possible, while satisfying the friction cone constraints (3) and the force and torque equilibrium conditions (6). We will measure the size of the set of contact forces by the maximum magnitude of the $M$ contact forces:

$$
\begin{aligned}
F^{\max } & =\max \left\{\left\|f^{(1)}\right\|, \ldots,\left\|f^{(M)}\right\|\right\} \\
& =\max _{i=1, \ldots, M} \sqrt{f_{x}^{(i) 2}+f_{y}^{(i) 2}+f_{z}^{(i) 2}}
\end{aligned}
$$

Our problem can be expressed as

$$
\begin{array}{ll}
\operatorname{minimize} & F^{\max } \\
\text { subject to } & f^{(i)} \in K_{i}, \quad i=1, \ldots, M  \tag{7}\\
& A f+\omega^{\text {ext }}=0
\end{array}
$$

The optimization variables are the contact forces, i.e., $f \in \mathbf{R}^{3 M}$; the problem data are $A$ (which describe the geometry of the contact points), $\omega^{\text {ext }}$ (the externally applied wrench), and $K_{i}$ (the friction cones, which depend on problem data $\mu_{i}$, the friction coefficients). We note for future reference that $A$ has rank 6 , provided $M \geq 3$, and the contact points are not collinear (which we assume).

The problem (7) is convex, since the objective is a convex (although nondifferentiable) function of $f$, and the constraints consist of linear equalities and (convex) cone constraints. The problem remains convex if we add additional (convex) force constraint $f \in \mathcal{C}^{\text {other }}$.

## E. Conic Formulation

The FOP (7) can be expressed in conic form, indeed, as an SOCP, by introducing a new scalar variable $F$ that bounds the magnitude of the contact forces:

$$
\begin{array}{lll}
\operatorname{minimize} & F \\
\text { subject to } & \left(f^{(i)}, F\right) \in K, \quad i=1, \ldots, M  \tag{8}\\
& f^{(i)} \in K_{i}, & i=1, \ldots, M \\
& A f+\omega^{\text {ext }}=0 .
\end{array}
$$

Here, $K$ denotes the standard second-order cone in $\mathbf{R}^{4}$

$$
K=\left\{x \in \mathbf{R}^{4} \mid \sqrt{x_{1}^{2}+x_{2}^{2}+x_{3}^{2}} \leq x_{4}\right\}
$$

so $\left(f^{(i)}, F\right) \in K_{i}$ means

$$
\sqrt{f_{x}^{(i) 2}+f_{y}^{(i) 2}+f_{z}^{(i) 2}} \leq F
$$

In the problem (8), there are $3 M+1$ (scalar) variables: the contact forces $f \in \mathbf{R}^{3 M}$ and $F$, the new scalar variable introduced to bound the maximum force magnitude.

Although we will not use the SDP formulation, we mention that it is readily derived from the conic formulation of the FOP, by expressing the second-order cone constraints as linear matrix inequalities (LMIs). For example, we can express $f^{(i)} \in K_{i}$ as the LMI

$$
\left[\begin{array}{ccc}
\mu_{i} f_{z}^{(i)} & 0 & f_{x}^{(i)} \\
0 & \mu_{i} f_{z}^{(i)} & f_{y}^{(i)} \\
f_{x}^{(i)} & f_{y}^{(i)} & \mu_{i} f_{z}^{(i)}
\end{array}\right] \succeq 0
$$

where $\succeq$ denotes matrix inequality. This gives the SDP (or LMI) formulation of the FOP [26]. A more compact formulation, which uses only $2 \times 2$ LMIs, is given in [27].

## F. Force Closure

Force closure occurs if, for every wrench $\omega \in \mathbf{R}^{6}$, there exists a set of contact forces $f^{(i)} \in K_{i}$ for which $A f+\omega=0$. We can describe this condition in terms of cones. Define

$$
\begin{equation*}
W=\left\{-A f \mid f^{(i)} \in K_{i}\right\} \tag{9}
\end{equation*}
$$

which is the cone of wrenches that can be resisted. Force closure is equivalent to $W=\mathbf{R}^{6}$.

We can determine force closure by solving a set of FOPs. Let $\omega_{1}, \ldots, \omega_{K} \in \mathbf{R}^{6}$ be a set of wrenches with 0 in the interior of their convex hull, i.e., there exist positive $\lambda_{1}, \ldots, \lambda_{K}$ such that

$$
\begin{equation*}
\lambda_{1} \omega_{1}+\cdots+\lambda_{K} \omega_{K}=0 \tag{10}
\end{equation*}
$$

(The minimum possible value of $K$ is 7.) Force closure occurs if and only if each of these wrenches can be resisted, i.e., the associated $K$ FOPs are all feasible.

If any of these FOPs is infeasible, then evidently force closure does not occur. On the other hand, suppose that each of these $K$ FOPs is feasible, with optimal force vectors $f_{1}, \ldots, f_{K} \in \mathbf{R}^{3 M}$. Given any $\omega \in \mathbf{R}^{6}$, we can write it as a nonnegative linear combination of the vectors $\omega_{1}, \ldots, \omega_{K}$ :

$$
\omega=\beta_{1} \omega_{1}+\cdots+\beta_{K} \omega_{K}, \quad \beta_{1}, \ldots, \beta_{K} \geq 0
$$

It follows that the force vector

$$
f=\beta_{1} f_{1}+\cdots+\beta_{K} f_{K}
$$

is feasible, i.e., satisfies the friction cone constraints and resists the external wrench $\omega$.

We describe two simple methods for constructing a set of wrenches with the required property. The first method constructs a minimal set, i.e., a set of seven wrenches. In particular, it constructs the wrenches as the vertices of a regular simplex in $\mathbf{R}^{6}$, centered at 0 , so the sum of the wrenches is zero. Moreover,
the wrenches all have unit norm, and are maximally equidistant on the unit sphere.

We start with the $7 \times 7$ matrix $Z=I-(1 / 7) \mathbf{1 1}^{T}$, where $\mathbf{1} \in \mathbf{R}^{7}$ is the vector with all entries one. This matrix has value $6 / 7$ on its diagonal and $-1 / 7$ for each off-diagonal entry. Its eigenvalues are 0 (with multiplicity 1 ) and 1 with multiplicity 6 . Therefore, we can factor it as $V^{T} V=Z$, where $V \in \mathbf{R}^{6 \times 7}$ (for example, using the eigenvalue decomposition). Let $v_{1}, \ldots, v_{7}$ denote the seven columns of $V$. From $V^{T} V=Z$, we conclude that $\left\|v_{i}\right\|=\sqrt{6 / 7}$, and that $v_{i}^{T} v_{j}=-1 / 7$ for $i \neq j$, so $\angle\left(v_{i}, v_{j}\right)=\cos ^{-1}(-1 / 6) \approx 100^{\circ}$ for $i \neq j$. We can take $\omega_{i}=\sqrt{7 / 6} v_{i}$.

There are several ways to express a general $\omega$ as a nonnegative linear combination of $\omega_{1}, \ldots, \omega_{K}$. One method is to first express $\omega$ as a linear combination

$$
\omega=\hat{\beta}_{1} \omega_{1}+\cdots+\hat{\beta}_{K} \omega_{K}
$$

for example, as $\hat{\beta}=\left[\omega_{1} \cdots \omega_{K}\right]^{\dagger} \omega$, where $\dagger$ denotes pseudoinverse. Then, we take $\beta=\hat{\beta}+\rho \lambda$, where $\lambda$ is from (10), and $\rho$ is chosen large enough such that all entries of $\beta$ are nonnegative.

The second method we describe involves a set of 12 wrenches, but has the advantage that no computation is involved in expressing a general wrench as a positive linear combination of the given wrenches. The wrenches are

$$
\pm e_{1}, \ldots, \pm e_{6}
$$

where $e_{i}$ is the $i$ th unit vector in $\mathbf{R}^{6}$. The sum of these wrenches is zero, so the condition (10) holds with $\lambda_{i}=1$. Suppose we solve the 12 associated FOPs, which are all feasible (so force closure occurs). Let $f_{i}^{+}$be an optimal contact force for wrench $\omega^{\text {ext }}=e_{i}$, and let $f_{i}^{-}$be an optimal contact force for wrench $\omega^{\text {ext }}=-e_{i}$. Once we have computed this set of 12 contact forces, we can very easily construct a feasible contact force vector for any wrench $\omega \in \mathbf{R}^{6}$, as follows:

$$
\begin{equation*}
f=\left(\omega_{1}\right)_{+} f_{1}^{+}+\left(\omega_{1}\right)_{-} f_{1}^{-}+\cdots+\left(\omega_{6}\right)_{+} f_{6}^{+}+\left(\omega_{6}\right)_{-} f_{6}^{-} \tag{11}
\end{equation*}
$$

where $(u)_{+}=\max \{0, u\}$ and $(u)_{-}=\max \{0,-u\}$ are the positive and negative parts of $u \in \mathbf{R}$, respectively, and here, $\omega_{i}$ denotes the $i$ th component of $\omega$. Thus, once we have solved the 12 FOPs, we can instantly generate a feasible (but suboptimal) contact force vector for any external wrench, using the formula (11) that describes a piecewise-linear mapping from $\omega$ into $f$, with 12 regions, i.e., the orthants in $\mathbf{R}^{6}$.

As a consequence, we find that the minimum grasping force required to resist the wrench $\omega$ is no more than $G\|\omega\|_{1}$, where $G$ is the maximum of the optimal value of the 12 FOPs, and $\|\omega\|_{1}=\left|\omega_{1}\right|+\cdots+\left|\omega_{6}\right|$. Thus, the number $G$, the maximum of the optimal grasping forces for the wrenches $\pm e_{i}$, gives a quantitative measure of force closure.

There are several other uses of the formula (11). Suppose we have computed an optimal contact force vector $f$ for a wrench $\omega$, and we wish to compute a contact force vector $\tilde{f}$ for a nearby wrench $\tilde{\omega}$. (In fact, $\tilde{\omega}$ does not have to be close to $\omega$.) To do this, we use the formula (11) to find a feasible contact force vector $\delta f$ that resists the external wrench $\tilde{\omega}-\omega$. Then, the contact force vector $f+\delta f$ satisfies the cone constraints, and
resists the wrench $\tilde{\omega}$. This contact force vector can be computed almost instantly; moreover, if $\omega$ and $\tilde{\omega}$ are not too far from each other, the force vector will not be too suboptimal.

We mention one important feature of (11). The original FOP is invariant under a change of the global geometric coordinate system. If we change the global coordinate system, we will change $\omega$ and the matrices $A_{i}$, and therefore, the basic FOP also. But the solution of this FOP will be the same as the solution of the original FOP. This property does not hold for (11), i.e., a change of the global coordinate system will, in general, change the force vector $f$ computed from (11). (This is obvious since (11) depends on an expansion of the external wrench in a specific basis.) We have found that (11) gives good results when the zero coordinate of the global coordinate system is chosen to be near the contact point locations, e.g., their average.

## III. Dual Problem and Infeasibility Conditions

## A. Dual Force Optimization Problem

In this section, we derive a dual problem for the FOP (7). (For a general reference on Lagrange duality, see [29, Ch. 5].) We introduce Lagrange multiplier vectors $z_{i} \in \mathbf{R}^{3}$ for the friction cone constraints and Lagrange multiplier vectors $\left(u_{i}, v_{i}\right) \in \mathbf{R}^{4}$ with $u_{i} \in \mathbf{R}^{3}$ and $v_{i} \in \mathbf{R}$, for the constraints involving $K$, and $\nu \in \mathbf{R}^{6}$ for the equality constraint. The Lagrangian is then

$$
\begin{aligned}
& L(f, F, z, u, v, \nu) \\
& =F-\sum_{i=1}^{M} z_{i}^{T} f^{(i)}-\sum_{i=1}^{M}\left(u_{i}, v_{i}\right)^{T}\left(f^{(i)}, F\right) \\
& \quad+\nu^{T}\left(A f+\omega^{\mathrm{ext}}\right) \\
& = \\
& =\left(1-\sum_{i=1}^{M} v_{i}\right) F-\sum_{i=1}^{M}\left(z_{i}+u_{i}-A_{i}^{T} \nu\right)^{T} f^{(i)}+\nu^{T} \omega^{\mathrm{ext}}
\end{aligned}
$$

To obtain the dual function, we minimize $L$ over the primal variables $F$ and $f$. When we minimize $L$ over $F$, we find that the minimum is $-\infty$, unless $\sum_{i=1}^{M} v_{i}=1$. Minimizing $L$ over $f^{(i)}$ yields $-\infty$ unless $A_{i}^{T} \nu=u_{i}+z_{i}$ for $i=1, \ldots, M$. The dual function is, therefore, given by

$$
\begin{aligned}
& g(z, u, v, \nu) \\
& =\inf _{f, F} L(f, F, z, u, v, \nu) \\
& = \begin{cases}\nu^{T} \omega^{\mathrm{ext}}, & \sum_{i=1}^{M} v_{i}=1, A_{i}^{T} \nu=u_{i}+z_{i}, i=1, \ldots, M \\
-\infty, & \text { otherwise. }\end{cases}
\end{aligned}
$$

Thus, we can write the dual of the FOP (see, e.g., [29, Sec. 5.9]) as

$$
\begin{array}{lll}
\operatorname{maximize} & \nu^{T} \omega^{\text {ext }} & \\
\text { subject to } & z_{i} \in K_{i}^{*}, & i=1, \ldots, M \\
& \left(u_{i}, v_{i}\right) \in K^{*}, & i=1, \ldots, M \\
& \sum_{i=1}^{M} v_{i}=1 & \\
& A_{i}^{T} \nu=u_{i}+z_{i}, \quad i=1, \ldots, M
\end{array}
$$

with variables $z, u, v$, and $\nu ; K^{*}$ denotes the dual of the standard second-order cone in $\mathbf{R}^{4}$ and $K_{i}^{*}$ denotes the dual of the friction cone $K_{i}$. The standard second-order cone is self-dual, i.e., we
have $K^{*}=K$; the dual friction cones are given by

$$
\begin{equation*}
K_{i}^{*}=\left\{y \in \mathbf{R}^{3} \mid \sqrt{y_{1}^{2}+y_{2}^{2}} \leq\left(1 / \mu_{i}\right) y_{3}\right\} \tag{12}
\end{equation*}
$$

(This follows from the general fact that, for any cone $K$ and any nonsingular matrix $C$, we have $(C K)^{*}=C^{-T} K^{*}$.) We can considerably simplify the basic Lagrange dual problem mentioned earlier, by eliminating all variables except $\nu \in \mathbf{R}^{6}$. Since $\left(u_{i}, v_{i}\right) \in K^{*}=K$ is the same as $\left\|u_{i}\right\| \leq v_{i}$, we can eliminate the variables $v_{i}$ and express the dual as

$$
\begin{array}{ll}
\operatorname{maximize} & \nu^{T} \omega^{\mathrm{ext}} \\
\text { subject to } & z_{i} \in K_{i}^{*}, \quad i=1, \ldots, M \\
& \sum_{i=1}^{M}\left\|u_{i}\right\| \leq 1 \\
& A_{i}^{T} \nu=u_{i}+z_{i}, \quad i=1, \ldots, M
\end{array}
$$

We now eliminate the variables $u_{i}$, using $u_{i}=A_{i}^{T} \nu-z_{i}$, to obtain

$$
\begin{array}{ll}
\operatorname{maximize} & \nu^{T} \omega^{\text {ext }} \\
\text { subject to } & z_{i} \in K_{i}^{*}, \tag{13}
\end{array} \quad i=1, \ldots, M
$$

Finally, we eliminate the variables $z_{i}$. The optimal $z_{i}$ in the aforementioned problem is the one that minimizes $\left\|A_{i}^{T} \nu-z_{i}\right\|$ over $z_{i} \in K_{i}^{*}$, i.e., the (Euclidean) projection of $A_{i}^{T} \nu$ onto $K_{i}^{*}$ :

$$
z_{i}=P_{K_{i}^{*}}\left(A_{i}^{T} \nu\right)
$$

and the associated minimum value is

$$
\min _{z_{i} \in K_{i}^{*}}\left\|A_{i}^{T} \nu-z_{i}\right\|=\operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right)
$$

the distance from $A_{i}^{T} \nu$ to $K_{i}^{*}$. Thus, we can write the dual FOP as

$$
\begin{array}{ll}
\operatorname{maximize} & \nu^{T} \omega^{\mathrm{ext}} \\
\text { subject to } & \sum_{i=1}^{M} \operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right) \leq 1 \tag{14}
\end{array}
$$

with variables $\nu \in \mathbf{R}^{6}$.
We can give an explicit formula for the projection of a point $(x, y)$, with $x \in \mathbf{R}^{2}$ and $y \in \mathbf{R}$, onto the cone $K_{i}^{*}$ :

$$
P_{K_{i}^{*}}(x, y)= \begin{cases}(x, y), & y \geq \mu_{i}\|x\| \\ \beta\left(x, \mu_{i}\|x\|\right), & -\left(1 / \mu_{i}\right)\|x\| \leq y \leq \mu_{i}\|x\| \\ 0, & y \leq-\left(1 / \mu_{i}\right)\|x\|\end{cases}
$$

where

$$
\beta=\frac{\mu_{i} y+\|x\|}{\left(1+\mu_{i}^{2}\right)\|x\|}
$$

The corresponding distance is given by

$$
\begin{align*}
& \operatorname{dist}\left((x, y), K_{i}^{*}\right) \\
& = \begin{cases}0, & y \geq \mu_{i}\|x\| \\
\left(\mu_{i}\|x\|-y\right) / \sqrt{1+\mu_{i}^{2}}, & -\left(1 / \mu_{i}\right)\|x\| \leq y \leq \mu_{i}\|x\| \\
\|(x, y)\|, & y \leq-\left(1 / \mu_{i}\right)\|x\|\end{cases} \tag{15}
\end{align*}
$$

This gives us an explicit formula for $\operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right)$, so the dual (14) is completely explicit.

The dual FOP (14) satisfies the following properties.

1) Weak duality: Suppose $\nu$ is dual feasible, i.e., $\sum_{i=1}^{M} \operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right) \leq 1$. Then, the dual objective value $\nu^{T} \omega^{\text {ext }}$ is a lower bound on $F^{\star}$, the optimal value of the (primal) FOP (7).
2) Strong duality: Suppose the primal FOP (7) is strictly feasible, i.e., there exists $(f, F)$ with $A f+\omega^{\text {ext }}=0$, $\left(f^{(i)}, F\right) \in \operatorname{int} K$, and $f^{(i)} \in \operatorname{int} K_{i}$. (int $S$ denotes the interior of the set $S$.) Then, there exists a dual feasible $\nu^{\star}$ for which $\nu^{\star T} \omega^{\text {ext }}=F^{\star}$. (In fact, $\nu^{\star}$ is optimal for the dual FOP (14).)
Since the dual objective $\nu^{T} \omega^{\text {ext }}$ and the dual constraint function $\sum_{i=1}^{K} \operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right)$ are both homogeneous, we can scale any $\nu$ for which $\sum_{i=1}^{K} \operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right) \neq 0$ so that $\sum_{i=1}^{K} \operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right)=1$. This gives the lower bound

$$
\begin{equation*}
F^{\text {dual }}=\frac{\nu^{T} \omega^{\mathrm{ext}}}{\sum_{i=1}^{K} \operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right)} \leq F^{\star} \tag{16}
\end{equation*}
$$

valid for $\sum_{i=1}^{K} \operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right) \neq 0$. (This lower bound is interesting only when $\nu^{T} \omega^{\text {ext }}>0$; otherwise, it gives a worse lower bound than the trivial one $0 \leq F^{\star}$.)

## B. Sensitivity Interpretation

The optimal dual variable $\nu^{\star}$ is useful as a measure of the sensitivity of the optimal grasping force with respect to changes in the external wrench. Assuming that $F^{\star}$ is a differentiable function of $\omega^{\text {ext }}$ (which is not always the case), we have

$$
\frac{\partial F^{\star}}{\partial \omega^{\operatorname{ext}}{ }_{i}}=\nu_{i}^{\star}
$$

For example, $\nu_{1}^{\star}$ gives us (approximately) the change in minimum required grasping force, per Newton of increase in the $x$-component of the externally applied force. Thus, if $\nu^{\star}$ is large, small changes in externally applied wrench can lead to large changes in the minimum required grasping force.

## C. Infeasibility Conditions

The FOP (7) is feasible when there exists a force vector $f$ that satisfies the friction cone and equilibrium constraints, i.e.,

$$
\begin{equation*}
f^{(i)} \in K_{i}, \quad i=1, \ldots, M, \quad A f+\omega^{\mathrm{ext}}=0 \tag{17}
\end{equation*}
$$

a set of $M$ second-order cone constraints and six linear equality constraints. The associated set of alternative constraints give the conditions under which (17) is infeasible:

$$
\begin{equation*}
A_{i}^{T} \nu \in K_{i}^{*}, \quad i=1, \ldots, M, \quad \nu^{T} \omega^{\mathrm{ext}}>0 \tag{18}
\end{equation*}
$$

a set of $M$ second-order cone constraints for the dual variable $\nu \in \mathbf{R}^{6}$. The conditions (17) and (18) are strong alternatives: for any problem data, exactly one of them is feasible [29, Sec. 5.9.4]. Thus, feasibility of either set of conditions implies infeasibility of the other set of conditions.

It is easy to verify weak duality, i.e., that (17) and (18) cannot both be feasible. If they were both feasible, say with $f$ and $\nu$, then we would have

$$
0=\nu^{T}\left(A f+\omega^{\mathrm{ext}}\right)=\sum_{i=1}^{M}\left(A_{i}^{T} \nu\right)^{T} f^{(i)}+\nu^{T} \omega^{\mathrm{ext}}>0
$$

since $A_{i}^{T} \nu \in K_{i}^{*}$ and $f^{(i)} \in K_{i}$ imply $\left(A_{i}^{T} \nu\right)^{T} f^{(i)} \geq 0$.
The infeasibility conditions (18) are closely related to the dual FOP (14): if $\nu$ satisfies the alternative constraints (18), then for any $\alpha>0, \alpha \nu$ is feasible for the dual problem (14), since $\operatorname{dist}\left(A_{i}^{T}(\alpha \nu), K_{i}^{*}\right)=0$. Therefore, $\alpha \nu^{T} \omega^{\text {ext }}$ is a lower bound on $F^{\star}$, for any $\alpha>0$. Since this can be made arbitrarily large, we must have $F^{\star}=\infty$, i.e., the FOP (7) is infeasible.

We can interpret the infeasibility conditions (18) in terms of energy supplied to the object by the external wrench, when the object is displaced by a small amount. We think of the dual variable $\nu \in \mathbf{R}^{6}$ as representing a small displacement and rotation of the object; $\nu^{T} \omega^{\text {ext }}>0$ means that some positive energy is supplied to the object by the external force. The vectors $A_{i}^{T} \nu$ give the displacement, to first order, of the contact points, in the local coordinates. Since $A_{i}^{T} \nu$ and $f^{(i)}$ are in dual cones, we have $\left(A_{i}^{T} \nu\right)^{T} f^{(i)} \geq 0$ for any feasible set of forces. This means that if the contact forces satisfy the friction cone constraints, each one provides zero or positive energy to the object. But the total energy supplied to the object, by the external wrench and the contact forces, must be zero. We conclude that no feasible contact forces exist.

## D. Force Nonclosure

We can now give similar necessary and sufficient conditions for the absence of force closure. This is the condition that the FOP is infeasible for some external wrench; by the earlier results, this is equivalent to

$$
\begin{equation*}
A_{i}^{T} \nu \in K_{i}^{*}, \quad i=1, \ldots, M, \quad \nu \neq 0 \tag{19}
\end{equation*}
$$

Given such a $\nu$, we can easily construct an external wrench that cannot be resisted; for example, $\omega^{\text {ext }}=\nu$. More generally, a $\nu$ that satisfies the no-force-closure conditions (19) gives us an entire half-plane of wrenches that cannot be resisted, i.e., any $\omega^{\text {ext }}$ with $\nu^{T} \omega^{\text {ext }}>0$.

We also note that $-\nu$ can be interpreted as a tangent plane, at 0 , to the cone $W$ of resistable wrenches [defined in (9)], i.e., for each nonzero $\omega \in W$, we have $\nu^{T} \omega \leq 0$. Indeed, $-\nu \in W^{*}$, the dual of the cone of resistable wrenches; this establishes that force closure fails, since force closure is equivalent to $W^{*}=\{0\}$.

## IV. Barrier Subproblem

In this section, and then, next, we describe and analyze the barrier subproblem associated with the FOP (8), and Newton's method, which is used to solve it. This subproblem arises directly in interior-point methods such as primal barrier methods, including the algorithm we will describe, and also indirectly in all others, e.g., primal-dual methods. The Dikin search direction [25] can also be expressed in terms of the barrier subproblem: it is the Newton search direction for the subproblem, in the limit $t \rightarrow \infty$ (and suitably scaled).

The barrier subproblem is

$$
\begin{array}{ll}
\operatorname{minimize} & t F+\phi \\
\text { subject to } & A f+\omega^{\text {ext }}=0 \tag{20}
\end{array}
$$

where $t>0$ is a parameter and $\phi$ is the log barrier for the cone constraints. The log barrier is given by

$$
\phi(f, F)=\sum_{i=1}^{M} \phi_{i}\left(f^{(i)}, F\right)
$$

where

$$
\begin{aligned}
\phi_{i}\left(f^{(i)}, F\right)= & -\log \left(F^{2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}-f_{z}^{(i) 2}\right) \\
& -\log \left(\mu_{i}^{2} f_{z}^{(i) 2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}\right)
\end{aligned}
$$

if $\left(f^{(i)}, F\right)$ satisfies the cone constraints strictly, i.e.,

$$
\begin{equation*}
(f(i), F) \in \operatorname{int} K, \quad f(i) \in \operatorname{int} K_{i} \tag{21}
\end{equation*}
$$

and $+\infty$ otherwise. The log barrier is a smooth convex function, so the subproblem (21) is a smooth convex problem. (For more on log barriers for convex cones, see [29] and [31].)

Unless stated otherwise, we will assume that the subproblem is feasible, i.e., there exists a point $(f, F)$ that satisfies $A f+\omega^{\text {ext }}=0$ and (21). This assumption is slightly more than assuming that the original FOP (8) is feasible; it means that the original FOP is strictly feasible. This assumption can be simplified as follows: there exists $f \in \mathbf{R}^{3 M}$ that satisfies

$$
A f+\omega^{\mathrm{ext}}=0, \quad f^{(i)} \in \operatorname{int} K_{i}, \quad i=1, \ldots, M
$$

(We can always choose $F$ large enough to satisfy the other cone constraints strictly.)

Before getting into details, we mention the most important facts about the barrier subproblem (20). First, it is a convex optimization problem, with smooth objective and equality constraints, so it can be solved by Newton's method. Second, it gives an approximate solution of the FOP (8): the solution $(f, F)$ of the barrier subproblem is guaranteed to be at most $4 M / t$-suboptimal for the original FOP (8).

## A. Barrier Subproblem Optimality Conditions

Suppose $(f, F)$ strictly satisfies the cone constraints, i.e., (21) holds. The primal residual is

$$
r_{p}=A f+\omega^{\mathrm{ext}} \in \mathbf{R}^{6}
$$

which is the error in the equilibrium force and torque balance condition. The dual residual is

$$
r_{d}=\left[\begin{array}{c}
r_{f} \\
r_{F}
\end{array}\right]=\left[\begin{array}{l}
\nabla_{f} \phi(f, F)+A^{T} \nu \\
t+\partial \phi(f, F) / \partial F
\end{array}\right] \in \mathbf{R}^{3 M+1}
$$

where $\nu \in \mathbf{R}^{6}$ is the Lagrange multiplier associated with the equality constraints. Here, $r_{f} \in \mathbf{R}^{3 M}$ is the component of the dual residual associated with the force vector $f$, and $r_{F} \in \mathbf{R}$ is the component of the dual residual associated with $F$.

We can further divide $r_{f}$ into components corresponding to the individual contact points, as

$$
r_{f}=\left[\begin{array}{c}
r^{(1)} \\
\vdots \\
r^{(M)}
\end{array}\right]=\left[\begin{array}{c}
\nabla_{f^{(1)}} \phi_{1}\left(f^{(1)}, F\right)+A_{1}^{T} \nu \\
\vdots \\
\nabla_{f^{(M)}} \phi_{M}\left(f^{(M)}, F\right)+A_{M}^{T} \nu
\end{array}\right] .
$$

Here, $r^{(i)} \in \mathbf{R}^{3}$ is the portion of the dual residual associated with contact point $i$. We will give more explicit formulas for these in Section IV-D.

The optimality conditions for the barrier subproblem (20) can be expressed in terms of the primal and dual residuals as

$$
r_{p}=0, \quad r_{d}=0
$$

(See, e.g., [Ch. 10].)

## B. Dual Feasible Points From Subproblem Solution

If $\left(f^{\star}, F^{\star}, \nu^{\star}\right)$ are optimal for the barrier subproblem, then $\nu^{\star} / t$ is feasible for the dual FOP (14). The associated dual objective value is

$$
\frac{\nu^{\star T} \omega^{\mathrm{ext}}}{t}=F^{\star}-\frac{4 M}{t}
$$

This can be shown by direct computation, or from general facts about conic problems and logarithmic barriers, since here we have $2 M$ second-order cones, each with a $\theta$-value of 2 (see [Sec. 11.6], [31]). It follows that the solution of the barrier subproblem is at most $4 M / t$ suboptimal for the FOP (8).

## C. Newton Method

We use an infeasible start Newton method to solve the barrier subproblem (20) [Sec. 10.3]. The Newton method starts with, and maintains, $(f, F, \nu) \in \mathbf{R}^{3 M} \times \mathbf{R} \times \mathbf{R}^{6}$, with $(f, F)$ strictly satisfying the cone constraints [i.e., (21)], but not necessarily the equality constraints $A f+\omega^{\text {ext }}=0$. Within a finite number of steps, however, the equality constraints become satisfied, and once satisfied, they remain satisfied at all subsequent iterations. In particular, if the infeasible start Newton method is started at $(f, F, \nu)$ with the equality constraints $A f+\omega^{\text {ext }}=0$ satisfied, the equality constraints will be satisfied at all future iterates.

At each iteration of the Newton method, we compute the Newton step $(d f, d F, d \nu)$ at the current point $(f, F, \nu)$. We then carry out a backtracking line search to find a step length $\gamma$, based on the merit function $\left\|r_{d}\right\|^{2}+\left\|r_{p}\right\|^{2}$. The backtracking line search algorithm chooses $\gamma=\beta^{k}$, where $\beta \in(0,1)$ is an algorithm parameter, and $k$ is the smallest nonnegative integer for which

$$
\left(\left\|\hat{r}_{d}\right\|^{2}+\left\|\hat{r}_{p}\right\|^{2}\right)^{1 / 2} \leq(1-\alpha \gamma)\left(\left\|r_{d}\right\|^{2}+\left\|r_{p}\right\|^{2}\right)^{1 / 2}
$$

holds, where $\hat{r}_{d}$ and $\hat{r}_{p}$ are the primal and dual residuals evaluated at the tentative point $(f+\gamma d f, F+\gamma d F, \nu+\gamma d \nu)$, and $\alpha \in(0,1 / 2)$ is another algorithm parameter. (In particular, we require that $(f+\gamma d f, F+\gamma d F)$ strictly satisfies the cone constraints.) The parameters must satisfy $0<\beta<1$ and $0<\alpha<1 / 2$. Common choices for the parameters are $\beta=1 / 2$, $\alpha=0.1$. (The Newton method is fairly insensitive to the choice of these parameters.)

After the line search, we update the new point as

$$
f:=f+\gamma d f, \quad F:=F+\gamma d F, \quad \nu:=\nu+\gamma d \nu
$$

The Newton method is terminated when the norm of the residual is small enough, or when some other exit criterion is satisfied. Once a full Newton step is taken (i.e., the line search
gives $\gamma=1$ ), the primal residual becomes zero, and remains zero (to within numerical accuracy) from that step on; see [29, Sec. 10.3.2].

The main effort of the algorithm is in computing the Newton step $(d f, d F, d \nu) \in \mathbf{R}^{3 M+7}$, which is given by the solution of the Karush-Kuhn-Tucker (KKT) system

$$
\left[\begin{array}{ccc}
\frac{\partial^{2} \phi}{\partial f^{2}} & \frac{\partial^{2} \phi}{\partial f \partial F} & A^{T} \\
\frac{\partial^{2} \phi}{\partial F \partial f} & \frac{\partial^{2} \phi}{\partial F^{2}} & 0 \\
A & 0 & 0
\end{array}\right]\left[\begin{array}{c}
d f \\
d F \\
d \nu
\end{array}\right]=-\left[\begin{array}{c}
r_{f} \\
r_{F} \\
r_{p}
\end{array}\right]
$$

a set of $3 M+7$ equations in $3 M+7$ variables. Since the $\log$ barrier is a sum of functions of each $f^{(i)}$, the second derivative appearing in the upper left entry of the KKT matrix is block diagonal, so we can express the KKT system as

$$
\left[\begin{array}{ccccc}
H_{1} & & & q_{1} & A_{1}^{T}  \tag{22}\\
& \ddots & & \vdots & \vdots \\
& & H_{M} & q_{M} & A_{M}^{T} \\
q_{1}^{T} & \cdots & q_{M}^{T} & H_{F} & 0 \\
A_{1} & \cdots & A_{M} & 0 & 0
\end{array}\right]\left[\begin{array}{c}
d f_{1} \\
\vdots \\
d f_{M} \\
d F \\
d \nu
\end{array}\right]=-\left[\begin{array}{c}
r_{1} \\
\vdots \\
r_{M} \\
r_{F} \\
r_{p}
\end{array}\right]
$$

where

$$
\begin{align*}
H_{i} & =\frac{\partial^{2} \phi_{i}}{\partial f^{(i) 2}} \in \mathbf{R}^{3 \times 3} \\
H_{F} & =\frac{\partial^{2} \phi}{\partial F^{2}} \in \mathbf{R} \\
q_{i} & =\frac{\partial^{2} \phi_{i}}{\partial f^{(i)} \partial F} \in \mathbf{R}^{3} . \tag{23}
\end{align*}
$$

Explicit formulas for these will be given in the next section; for now, we note the sparsity pattern of the KKT system, which consists of a block diagonal part, with $M 3 \times 3$ blocks (each associated with a contact point), bordered by seven dense rows and columns (corresponding to the objective variable $F$ and dual variable $\nu$ ).

The infeasible start Newton method always converges to the optimal point for the barrier subproblem, provided the original FOP is strictly feasible. When the original FOP problem is not strictly feasible, the barrier subproblem is not feasible, and the Newton method does not converge; the residuals do not converge to zero. Moreover, the Newton method cannot take a step size $\gamma=1$ (because if it did, the next iterate would be strictly feasible).

The convergence of Newton's method is quadratic, so terminal convergence is extremely fast. For the same reason, if the method is started at an initial point with primal and dual residuals not too large, convergence to high accuracy can be obtained within a few steps. The total number of Newton steps can be bounded using the theory of self-concordance [31], but the bounds obtained are usually far larger than the actual number required in practice, which is often fewer than ten, and rarely more than a few tens. When the starting point is good, i.e., the starting residuals are small, convergence typically occurs in just a few steps.

## D. Barrier Gradient and Hessian Formulas

In this section, we give explicit expressions for the gradient and Hessian of the log barrier, which are needed to define the dual residuals, and the coefficient matrix in the KKT system (23).

The $\log$ barrier $\phi$ is a sum of $2 M$ terms, each of which is the negative $\log$ of a quadratic form. So, we first give a general formula for the gradient and Hessian of the function

$$
\psi(u)=-\log \left(u^{T} P u\right)
$$

where $P$ is a symmetric matrix. (We assume that $u^{T} P u>0$.) We have

$$
\begin{align*}
\nabla \psi & =-\frac{2}{u^{T} P u} P u \\
\nabla^{2} \psi & =-\frac{2}{u^{T} P u} P+\left(\frac{2}{u^{T} P u}\right)^{2}(P u)(P u)^{T} \tag{24}
\end{align*}
$$

Using this formula (or by direct differentiation), we have

$$
\begin{aligned}
\frac{\partial \phi_{i}}{\partial f_{x}^{(i)}}= & \frac{2 f_{x}^{(i)}}{F^{2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}-f_{z}^{(i) 2}} \\
& +\frac{2 f_{x}^{(i)}}{\mu_{i}^{2} f_{z}^{(i) 2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}} \\
= & \left(a_{i}+b_{i}\right) f_{x}^{(i)}
\end{aligned}
$$

where we define

$$
\begin{aligned}
a_{i} & =\frac{2}{F^{2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}-f_{z}^{(i) 2}} \\
b_{i} & =\frac{2}{\mu_{i}^{2} f_{z}^{(i) 2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}}
\end{aligned}
$$

We have similar expressions for the partial derivative with respect to $f_{y}^{(i)}$, with $f_{x}^{(i)}$ changed to $f_{y}^{(i)}$ in the numerators. The partial derivative with respect to $f_{z}^{(i)}$ is

$$
\begin{aligned}
\frac{\partial \phi_{i}}{\partial f_{z}^{(i)}}= & \frac{2 f_{z}^{(i)}}{F^{2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}-f_{z}^{(i) 2}} \\
& -\frac{2 \mu_{i}^{2} f_{z}^{(i)}}{\mu_{i}^{2} f_{z}^{(i) 2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}} \\
= & \left(a_{i}-\mu_{i}^{2} b_{i}\right) f_{z}^{(i)}
\end{aligned}
$$

Thus, the gradient is given by

$$
\nabla_{f^{(i)}} \phi_{i}\left(f^{(i)}, F\right)=\left[\begin{array}{c}
\left(a_{i}+b_{i}\right) f_{x}^{(i)} \\
\left(a_{i}+b_{i}\right) f_{y}^{(i)} \\
\left(a_{i}-\mu_{i}^{2} b_{i}\right) f_{z}^{(i)}
\end{array}\right]
$$

The partial derivative of $\phi$ with respect to $F$ is

$$
\frac{\partial \phi}{\partial F}=\sum_{i=1}^{M}-\frac{2 F}{F^{2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}-f_{z}^{(i) 2}}=-\left(\sum_{i=1}^{M} a_{i}\right) F
$$

Therefore, the dual residuals can be explicitly expressed as

$$
\begin{align*}
r_{i} & =\left[\begin{array}{c}
\left(a_{i}+b_{i}\right) f_{x}^{(i)} \\
\left(a_{i}+b_{i}\right) f_{y}^{(i)} \\
\left(a_{i}-\mu_{i}^{2} b_{i}\right) f_{z}^{(i)}
\end{array}\right]+A_{i}^{T} \nu, \quad i=1, \ldots, M \\
r_{F} & =t-\left(a_{1}+\cdots+a_{M}\right) F \tag{25}
\end{align*}
$$

Now, we work out the blocks in the barrier Hessian $\nabla^{2} \phi$, using the notation in (23). Using the general formula (24), we have

$$
\begin{aligned}
H_{i}= & a_{i} I+a_{i}^{2} f^{(i)} f^{(i) T}+b_{i} \operatorname{diag}\left(1,1,-\mu_{i}^{2}\right) \\
& +b_{i}^{2}\left[\begin{array}{c}
f_{x}^{(i)} \\
f_{y}^{(i)} \\
-\mu_{i}^{2} f_{z}^{(i)}
\end{array}\right]\left[\begin{array}{c}
f_{x}^{(i)} \\
f_{y}^{(i)} \\
-\mu_{i}^{2} f_{z}^{(i)}
\end{array}\right]^{T} .
\end{aligned}
$$

The vectors $q_{i}$ that form the last row and column of the Hessian are given by

$$
q_{i}=-a_{i}^{2} F f^{(i)}, \quad i=1, \ldots, M
$$

Finally, we have

$$
\begin{aligned}
H_{F} & =\frac{\partial^{2} \phi}{\partial F^{2}} \\
& =\sum_{i=1}^{M}\left(-a_{i}+a_{i}^{2} F^{2}\right) \\
& =\sum_{i=1}^{M} a_{i} \frac{F^{2}+\left\|f^{(i)}\right\|^{2}}{F^{2}-\left\|f^{(i)}\right\|^{2}} \\
& =\sum_{i=1}^{M} \frac{a_{i}^{2}}{2}\left(F^{2}+\left\|f^{(i)}\right\|^{2}\right)
\end{aligned}
$$

## V. Efficient Newton Step Computation

In this section, we show how to compute the Newton step $(d f, d F, d \nu)$, i.e., solve the equations (22), efficiently. These equations can be solved using standard methods for linear equations, such as Gaussian elimination. For example, we can compute an $L D L^{T}$ factorization of the KKT matrix, and then, find $(d f, d F, d \nu)$ by a back and forward substitution. The cost of this is around $(1 / 3)(3 M+7)^{3}+2(3 M+7)^{2} \approx$ $9 M^{3}+63 M^{2}$ flops (floating point operations). While this can be fast for modest values of $M$ (say, $M$ smaller than 10 or so), we can exploit the special structure of the equations to solve the equations far faster. The method we describe in this section requires around 350 M flops, and in addition, involves no conditionals (which are needed to pivot in the general case), leading to extremely fast execution time. For $M$ large, our method is clearly far faster than a general method. It is also faster for small values of $M$ such as $M=4$, for which $(1 / 3)(3 M+7)^{3}+2(3 M+7)^{2}$ is around two and onehalf times 350 M .

Our method is based on a sequence of two elimination steps, in which particular blocks of variables are eliminated, using Cholesky factorizations to compute the required inverses since
their definiteness properties are known ahead of time. The leading $3 M \times 3 M$ block is a block diagonal, with $3 \times 3$ blocks that are positive definite, and so, can be inverted very efficiently. A basic elimination method (see, e.g., [Appendix C, 29]) applied to this block yields a $7 \times 7$ set of linear equations to solve. This reduced system of linear equations is indefinite, but it contains a $6 \times 6$ subblock that is positive definite, so a further elimination step can be taken, using a Cholesky factorization to invert the positive definite subblock.

Before giving the details of our elimination method, we comment on how it differs from using a good sparse solver to compute the Newton step. Such a method decomposes the KKT matrix as $P L D L^{T} P^{T}$, where $P$ is a permutation matrix chosen to reduce fill-in and preserve numerical stability, $L$ is unit lower triangular, and $D$ is diagonal. It is very likely that the permutation found will be good enough to yield an algorithm that solves the KKT system in $O(M)$ flops, just like our method. Ours, however, is completely explicit, and also exploits a small amount of further structure, such as the easy invertibility of the Cholesky factors. Moreover, our method involves no conditionals, which makes it faster (and simpler) than a generic sparse $P L D L^{T} P^{T}$ method. And finally, since our method uses an explicit elimination ordering, it expends no effort in discovering a good elimination ordering.

## A. First Elimination Step

Our first step is to eliminate the variables $d f_{i}$ from (22). From

$$
H_{i} d f_{i}+q_{i} d F+A_{i}^{T} d \nu=-r_{i}
$$

we obtain

$$
\begin{equation*}
d f_{i}=-H_{i}^{-1}\left(r_{i}+q_{i} d F+A_{i}^{T} d \nu\right) \tag{26}
\end{equation*}
$$

Combining this with

$$
\sum_{i=1}^{M} q_{i}^{T} d f_{i}+H_{F} d F=-r_{F}
$$

we obtain

$$
-\sum_{i=1}^{M} q_{i}^{T} H_{i}^{-1}\left(r_{i}+q_{i} d F+A_{i}^{T} d \nu\right)+H_{F} d F=-r_{F}
$$

which can be written as

$$
\begin{align*}
& -\left(H_{F}-\sum_{i=1}^{M} q_{i}^{T} H_{i}^{-1} q_{i}\right) d F+\left(\sum_{i=1}^{M} q_{i}^{T} H_{i}^{-1} A_{i}^{T}\right) d \nu \\
&  \tag{27}\\
& \quad=r_{F}-\sum_{i=1}^{M} q_{i}^{T} H_{i}^{-1} r_{i}
\end{align*}
$$

Now, we use

$$
\sum_{i=1}^{M} A_{i} d f_{i}=-r_{p}
$$

and (26) to get

$$
\sum_{i=1}^{M} A_{i} H_{i}^{-1}\left(r_{i}+q_{i} d F+A_{i}^{T} d \nu\right)=r_{p}
$$

which we write as

$$
\begin{align*}
& \left(\sum_{i=1}^{M} A_{i} H_{i}^{-1} q_{i}\right) d F+\left(\sum_{i=1}^{M} A_{i} H_{i}^{-1} A_{i}^{T}\right) d \nu \\
& \quad=r_{p}-\sum_{i=1}^{M} A_{i} H_{i}^{-1} r_{i} \tag{28}
\end{align*}
$$

Now, we write (27) and (28) as

$$
\left[\begin{array}{ll}
E_{11} & E_{21}^{T}  \tag{29}\\
E_{21} & E_{22}
\end{array}\right]\left[\begin{array}{l}
d F \\
d \nu
\end{array}\right]=\left[\begin{array}{l}
e_{1} \\
e_{2}
\end{array}\right]
$$

where

$$
\begin{aligned}
E_{11} & =-\left(H_{F}-\sum_{i=1}^{M} q_{i}^{T} H_{i}^{-1} q_{i}\right) \\
E_{21} & =\sum_{i=1}^{M} A_{i} H_{i}^{-1} q_{i} \\
E_{22} & =\sum_{i=1}^{M} A_{i}^{T} H_{i}^{-1} A_{i}^{T} \\
e_{1} & =r_{F}-\sum_{i=1}^{M} q_{i}^{T} H_{i}^{-1} r_{i} \\
e_{2} & =r_{p}-\sum_{i=1}^{M} A_{i} H_{i}^{-1} r_{i} .
\end{aligned}
$$

The reduced system (29) is a set of seven linear equations in seven variables, which is easily solved to get $d F$ and $d \nu$. Once these have been computed, we can find $d f_{i}$ from (26).

## B. Second Elimination Step

The reduced system (29) also has a structure that can be exploited, even though it is fully dense. As we will show, the matrix $E$ is not positive definite (or negative definite), so we cannot use a Cholesky factorization of $E$ (or $-E$ ) to solve the system. We must use an $L D L^{T}$ factorization, or a factorization such as $L D U$ that ignores the symmetry. Generic algorithms for each of these require numerical pivoting, which complicates (and slows) the algorithm.

The 1,1 entry $E_{11}$ is negative. This follows from the convexity of $\phi$, which implies that the Hessian is positive definite; $-E_{11}$ is a Schur complement of $\nabla^{2} \phi$, and therefore, positive. Its 2,2 entry $E_{22}$ is, however, positive definite. (It is clearly positive semidefinite; it is positive definite since $A$ is full rank.) Thus, the matrix $E$ is indefinite; it has one negative eigenvalue and six positive eigenvalues. We can solve the reduced system (29) by eliminating the 1,1 block, which will leave a $6 \times 6$ system of equations that is positive definite, and can therefore, be solved by a Cholesky factorization.

This approach does not reduce the flop count, when compared to a generic $L D L^{T}$ factorization method; but it removes all conditionals and row/column permutations (i.e., pivoting), and therefore, yields a simpler (and faster) algorithm. Since the final
system is solved by Cholesky factorization, the lack of pivoting comes at no cost in numerical stability.

To solve the reduced system (29) by this method, we proceed as follows. We first note that

$$
d F=\left(1 / E_{11}\right)\left(e_{1}-E_{21}^{T} d \nu\right)
$$

and substituting this into $E_{21} d F+E_{22} d \nu=e_{2}$, we get

$$
\left(E_{22}-\left(1 / E_{11}\right) E_{21} E_{21}^{T}\right) d \nu=e_{2}-\left(1 / E_{11}\right) E_{21} e_{1}
$$

Since $E_{11}<0$, the matrix on the left is positive definite. Therefore, we can solve this set of equations using Cholesky factorization; we then find $d F$ from the earlier equation.

## C. Summary and Flop Count

We summarize our efficient method for computing the Newton step. We compute the primal and dual residuals, as well as the Hessian, i.e., $H_{i}, H_{F}$, and $q_{i}$, using the formulas given in Section IV-D. We compute Cholesky factors $L_{i}$ of $H_{i}$, i.e., lower triangular $L_{i}$ with $L_{i} L_{i}^{T}=H_{i}$. We then compute the inverses of the Cholesky factors, i.e., $L_{i}^{-1}$. (The more standard method would be to use forward substitution to compute $L^{-1} y$, but here, there is a slight advantage to simply inverting these matrices.) The total flop count for this step is less than around 50 M flops.

Next, we compute $L_{i}^{-1} A_{i}^{T}, L_{i}^{-1} q_{i}$, and $L_{i}^{-1} r_{i}$, at a total cost of 73 M flops. (Since the cost of multiplying a lower triangular $3 \times 3$ matrix by a vector is nine flops.) From these, we compute the data in the reduced system, i.e., $E_{11}, E_{21}, E_{22}, e_{1}$, and $e_{2}$. For example, to compute $E_{22}$, we express it as

$$
E_{22}=\sum_{i=1}^{M}\left(L_{i}^{-1} A_{i}^{T}\right)^{T}\left(L_{i}^{-1} A_{i}^{T}\right)
$$

This costs 126 M flops. There are 21 entries in the upper triangle of the matrices in the sum (their lower halves are the same as their upper halves); each of these is computed as an inner product of two vectors in $\mathbf{R}^{3}$, which costs five flops. This gives $5 \times 21=105$ flops for each term in the sum, plus 21 M flops to add the matrices.

Forming $E_{22}$ is the dominant cost in forming the reduced system: forming $E_{11}$ and $e_{1}$ each costs 6 M flops; forming $E_{21}$ and $e_{2}$ each costs 31 M flops. Thus, the total flop count to form the reduced system is around 200 M flops.

The reduced system is solved using the method described in Section V-B, which has a small cost, independent of $M$, of around $(1 / 3) 7^{3}+2 \times 7^{2} \approx 200$ flops. Finally, $d f_{i}$ 's are computed from (26), at a cost around 31 M flops. All together, then, we can compute the Newton step in around 350 M plus a modest constant around 200 flops.

## VI. Barrier Method

In a classic primal barrier method, the barrier subproblem (20) is solved for an increasing sequence of values of $t$. The Newton method for each subproblem is initialized at the optimal solution of the previous one. A typical method for increasing the parameter $t$ is to multiply it by a factor on the order of 10
(see, e.g., [29, Sec. 10.3]). This is repeated until $4 M / t$ is smaller than the required tolerance. This basic barrier method is reliable, and can solve the FOP using on the order of 50 or so Newton steps, provided the problem is feasible, and the starting point is reasonably close to feasible. Since each Newton step can be carried out very quickly, this is already an attractive algorithm. We will show, however, that a variation on the basic barrier method can reliably solve the problem to a good enough guaranteed relative accuracy (say, 1\%) using almost an order of magnitude fewer Newton steps, i.e., between five and ten steps.

When the FOP (8) is infeasible, the basic primal barrier method fails during the first barrier subproblem, which never finds a feasible point (since no such point exists). Even when the FOP is feasible, but nearly infeasible, the number of iterations required can be much larger than the typical number. These problems can be handled by preceding the basic barrier method with a special phase I method, designed to find a feasible point, or establish the infeasibility of the FOP. We will address this issue in Section VI-B. For now, we assume that a feasible, or nearly feasible, starting point is available.

## A. Custom Primal Barrier Method

Our basic method consists of solving the barrier subproblem, for a fixed value of $t$, using Newton's method. Once $f$ is feasible, we evaluate the current maximum force $F^{\max }=$ $\max \left\{\left\|f^{(1)}\right\|, \ldots,\left\|f^{(M)}\right\|\right\}$ using the current value of $f$, and the current dual bound $F^{\text {dual }}$ [from (16)] using the current estimate of $\nu$, i.e., $\bar{\nu} / t$, where $\bar{\nu}$ is the current value of the dual variable in the Newton subproblem. We terminate if the current maximum force $F^{\max }$ is within a given tolerance of the current dual lower bound.

## given

starting point $(f, F, \nu)$ that satisfies (21)
required tolerance $\epsilon_{\text {abs }}>0$
parameter $\eta \in(0,1)$
Set $t:=4 M /\left(\eta \epsilon_{\mathrm{abs}}\right)$.

## repeat

1. Compute Newton step $(d f, d F, d \nu)$ using the methods described in Section V.
2. Line search and update. Choose a step size $\gamma$ using backtracking (see Section IV-C).
3. Update. $(f, F, \nu):=(f, F, \nu)+\gamma(d f, d F, d \nu)$.
4. if $A f+\omega^{\text {ext }}=0$, evaluate $F^{\max }$ and the dual lower bound $F^{\text {dual }}$ (16).
until $F^{\text {max }}-F^{\text {dual }} \leq \epsilon_{\text {abs }}$.
We make some observations about this algorithm. First, the algorithm exits with a guarantee (via the dual bound) that the maximum force is no more than $\epsilon_{\mathrm{abs}}$-suboptimal, even though Newton method may not have converged. Second, the exit condition must hold eventually; if it did not, Newton method converges to the optimal point for the barrier subproblem, at which we have

$$
F^{\max }-F^{\text {dual }} \leq F-F^{\text {dual }}=\frac{4 M}{t}=\eta \epsilon_{\mathrm{abs}}<\epsilon_{\mathrm{abs}}
$$

a contradiction. The parameter $\eta$ gives a "margin" that guarantees that if Newton's method were to converge, the gap between
$F^{\text {max }}$ and the lower bound $F^{\text {dual }}$ is smaller than our tolerance. We have found good results with $\eta=0.8$.

Choosing a fixed value of $t$ (as we do in the algorithm described before) is a poor choice for solving general SOCPs, especially when high accuracy is required, and the number of constraints is large. But for the FOP, a fixed choice of $t$ works very well, at least for modest $M$ (say, smaller than 100). If high accuracy is needed, or $M$ is large (say, over 100), a more conventional schedule for $t$ (as in a primal barrier method) would likely perform better.

We can modify the algorithm to stop with a guaranteed relative tolerance instead of a guaranteed absolute tolerance by replacing the stopping criterion with

$$
\begin{equation*}
\frac{F^{\mathrm{max}}-F^{\text {dual }}}{F^{\text {dual }}} \leq \epsilon_{\mathrm{rel}} \tag{30}
\end{equation*}
$$

In this case, we must ensure that the value of $t$ used is large enough to drive $F^{\text {max }}-F^{\text {dual }}$ small enough so that (30) will eventually hold. This requires

$$
t>\frac{4 M}{\epsilon_{\mathrm{rel}} F^{\text {dual }}}
$$

To do this, we can adjust $t$ during the algorithm as follows. We start with an absolute tolerance, as in the algorithm before, chosen so that it is likely to be sufficiently small to work for the required relative tolerance. We terminate if the relative tolerance is reached (in which case we are done), or when the absolute tolerance is reached. In the latter case, we simply update $t$ to be

$$
t=\frac{4 M}{\eta \epsilon_{\mathrm{rel}} F^{\text {dual }}}
$$

where $F^{\text {dual }}$ is the current value of the dual bound, and continue until the relative stopping criterion (30) is satisfied (which must occur).

Finally, we describe two modes of early termination for the algorithm that we will employ in Section VII. We are given two target values $L_{\text {tar }}$ and $U_{\text {tar }}$. We terminate the algorithm once we have achieved either $F^{\max } \leq U_{\text {tar }}$ (i.e., the maximum force is less than the upper target value) or $F^{\text {dual }} \geq L_{\text {tar }}$ (i.e., the dual bound shows that the optimal maximum force is more than lower target value).

## B. Phase I Problem

The custom primal barrier method described in the previous section will work when started from any infeasible point that strictly satisfies the cone constraints, provided the original FOP is strictly feasible. If the starting point is far from feasibility, however, the algorithm can require a large number of iterations. When a good starting point is not available, it is more efficient to break the optimization up into two phases. In phase I, we determine a feasible point, i.e., an $f$ that satisfies the constraints (17), or verify that the problem is infeasible, by exhibiting a feasible solution of the alternative inequalities (18). In phase II, we use the custom barrier method to compute the optimal solution of the FOP (7), starting from the feasible point found in phase I.

One choice for the phase I problem for the FOP is

$$
\begin{array}{ll}
\operatorname{minimize} & s \\
\text { subject to } & f^{(i)}+s e_{3} \in K_{i}, \quad i=1, \ldots, M \\
& A f+\omega^{\mathrm{ext}}=0  \tag{31}\\
& s \geq-1
\end{array}
$$

where the optimization variables are $s \in \mathbf{R}$ and $f \in \mathbf{R}^{3 M}$, and $e_{3}=(0,0,1)$. This phase I problem is also in conic form, i.e., an SOCP. The variable $s$ (which is also the objective in the phase I problem) can be interpreted as a fictitious force added to each of the normal forces $f_{z}^{(i)}$ for the purpose of satisfying the friction cone constraint. But these fictitious forces do not appear in the equilibrium condition $A f+\omega^{\text {ext }}=0$. The goal is to drive this fictitious force to become zero (or negative); if we succeed, the corresponding $f$ is evidently feasible for the FOP (7). On the other hand, if the optimal value of the phase I problem is positive, it means that the original FOP (7) is infeasible. The inequality $s \geq-1$ is really not needed; it keeps the algorithm from finding a point that has very negative $s$, at the cost of very large forces.

For the phase I problem, we can easily construct a feasible point from which to start the barrier method. First, we choose any $f$ that satisfies the equality constraints $A f+\omega^{\text {ext }}$, for example, the least-norm solution

$$
\begin{equation*}
f=-A^{T}\left(A A^{T}\right)^{-1} \omega^{\mathrm{ext}} \tag{32}
\end{equation*}
$$

As an initial value of $s$, we can choose any value that satisfies

$$
s>\max \left\{\left(1 / \mu_{i}\right) \sqrt{f_{x}^{(i) 2}+f_{y}^{(i) 2}}-f_{z}^{(i)} \mid i=1, \ldots, M\right\}
$$

The pair $(f, s)$ is then feasible for the phase I problem. Of course, the force vector $f$ in (32) need not satisfy the cone constraints; for example, the normal forces $f_{z}^{(i)}$ can be negative. We also note that computing $f$ from (32) can be done very efficiently, because the associated normal equations have exactly the same block sparsity pattern that allows us to use the methods of Section V.

We use a barrier method to solve the phase I problem (31), starting from this feasible point, and terminating as soon as $s<0$, since the corresponding $f$ is then strictly feasible for (7). In each outer iteration, we solve the problem

$$
\begin{array}{ll}
\operatorname{minimize} & t s+\phi(f, s) \\
\text { subject to } & A f+\omega^{\mathrm{ext}}=0 \tag{33}
\end{array}
$$

where $t>0$ is a parameter and $\phi$ is the log barrier for the cone constraints in the phase I problem:

$$
\phi(f, s)=\sum_{i=1}^{M}-\log \left(\mu_{i}^{2}\left(f_{z}^{(i)}+s\right)^{2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}\right)
$$

when $f^{(i)}+s e_{3} \in \operatorname{int} K_{i}$ and $\phi(f, s)=\infty$ otherwise. The solution of this subproblem is at most $2 M / t$ suboptimal for the phase I problem (31), since here we have $M$ cones, each with $\theta$-value 2 .

We use Newton's method to solve the smooth subproblem (33). We omit the details and formulas involved since they are very close to the ones encountered earlier. We note, however, that each step of Newton's method for the phase I problem involves
the solution of a set of equations with exactly the same sparsity structure encountered earlier in (23), i.e., block diagonal, with M $3 \times 3$ blocks, bordered by seven dense rows and columns. (The particular coefficient matrices $H_{i}, q_{i}$, and $H_{F}$, however, are different.) Therefore, the method described in Section V can be used to efficiently compute the Newton step for the phase I problem.

When we solve the phase I problem with an absolute tolerance $\epsilon_{\mathrm{abs}}$ (which corresponds to $t=2 M / \epsilon_{\mathrm{abs}}$ ), three outcomes can occur. We can terminate (early) having found a feasible point; we can also terminate early, once the dual bound for the phase I problem shows the optimal value is positive. The third possibility is an ambiguous outcome, in which we have computed a set of forces that are feasible, when an additional normal contact force no more than $\epsilon_{\mathrm{abs}}$ is added. This outcome is extremely rare, and in any case, not a problem in practice. When a FOP is just on the boundary between feasible and infeasible, it can be considered infeasible for all practical purposes.

## VII. Solving Multiple Force Optimization Problems

In this section, we consider the problem of efficiently solving a family of related FOPs. In the simplest case, we have multiple FOPs to solve to some given accuracy. We can always solve them one by one, using the method described before for each problem instance. If the data for the FOPs differ sufficiently, treating each problem as a brand new one is not a bad approach; but if the problem data are close, we can more efficiently solve them using warm-start techniques. Since the computational effort and time required to solve a FOP is measured by the number of Newton steps required, the goal is to solve FOP with fewer Newton steps than would be typically required.

## A. Warm-Start

Suppose we have solved a FOP, and then need to solve a new one with problem data that is "close," i.e., the external wrench $\omega^{\text {ext }}$, contact geometry matrix $A$, and coefficients of friction $\mu_{i}$ are not far from those of the previous problem. In a warm-start technique, we simply use the previously computed force vector $f$ as the starting point for Newton's method, in the barrier subproblem associated with the new FOP to be solved, assuming that it satisfies the friction cone constraints for the new problem. (If it does not, we can simply add some extra inward normal force to each contact force that does not satisfy its cone constraint.) This force vector will not, in general, satisfy the equilibrium conditions for the new problem, but, assuming that the new problem is strictly feasible, a feasible point will eventually be found.

If the new FOP problem data are close enough to the previous FOP problem data, the new problem can be solved in just a few Newton steps. On the other hand, it is possible that this approach can require more iterations than a cold-start method, i.e., solving the new problem as a new one, with a phase I followed by a phase II. As an extreme example, if the new problem is infeasible, then Newton method will simply fail to converge. A very simple method for getting around this is to run the warm-start method for a fixed and small number of
iterations, such as 6 ; if a feasible point has not been found by then, the warm-start process is abandoned, and the new problem is solved using a cold-start. The hope is that the iterations saved in the successful warm-start attempts more than offset the extra iterations wasted in warm-start failures.

We note that general interior-point methods are not well suited to warm-start techniques. Our method handles warm-start well since it is a primal barrier method, with a fixed value of $t$, so it inherits the (very good) warm-start properties of Newton's method.

As an example application, consider the problem of computing optimal grasping forces for an object, as it moves along a known trajectory. We assume that the contact points on the object remain the same, but along the trajectory, the external wrench changes. The external wrench can include a gravity term, as well as a term associated with accelerating the object. By choosing a global coordinate system tied to the object, the matrix $A$ remains constant along the trajectory, as the object moves, but the external wrench $\omega^{\text {ext }}$ varies. After computing the optimal grasping forces at one time, we can use a warmstart technique to rapidly compute the optimal grasping forces at the next sampled time. (In this special case with $A$ not changing, we can also use the method described in Section II-F. We compute 12 wrenches that resist $\pm e_{i}$; thereafter, we can immediately generate feasible, if not optimal, contact force vectors at each point along the trajectory.) Another example is computing the optimal grasping forces at the vertices of a box in wrench space, i.e., all 64 combinations of high and low values of the six components of $\omega^{\text {ext }}$ :

$$
\omega^{\mathrm{ext}}{ }_{i} \in\left\{l_{i}, u_{i}\right\}, \quad i=1, \ldots, 6
$$

We can solve the FOP for the average or nominal value of $\omega^{\text {ext }}$,

$$
\omega^{\mathrm{ext}}=\frac{1}{2}(l+u)
$$

and then attempt to compute the optimal contact forces for each vertex using a warm-start method.

## B. Short-Circuiting

Short-circuiting refers to early termination of the FOP algorithm, i.e., termination before the required relative or absolute tolerance has been reached. This can be done in two interesting cases. In the first case, the goal is compute the worst case or maximum value of the minimum grasping force over a set of FOPs. In the second case, the goal is compute the best case or minimum value of the minimum grasping force over a set of FOPs. Of course, both of these problems can be solved by solving each FOP (possibly using warm-start techniques), and then, simply computing the maximum (or minimum) of the optimal grasping forces.

Examples of the first case include computing the maximum grasping force that is required over a box in external wrench space, or the maximum grasping force that is required to move the object along a given trajectory. The second case arises in optimizing the position and orientation of a manipulator, relative to an object, using the minimum force required to grasp the object as the objective (see, e.g., [6]). This is the (nonconvex)
problem of optimizing the contact points at which to grasp a given object. This can be done using an outer search loop that generates candidate manipulator positions and orientations; for each candidate, we find the resulting contact points, and then, solve the associated FOP to determine the minimum force required to grasp the object. Here, our goal is to find the best set of contact points, i.e., the contact points that (among those considered) minimize the maximum grasping force.

Worst case short-circuiting works as follows. We maintain a current worst case value of minimum grasping force (which we can set equal to zero number initially). We then solve each FOP in turn, but we can terminate early if the algorithm finds a feasible grasping force vector with $F^{\max }$ smaller than the current worst case value. If the current FOP has minimum grasping force larger than the current worst case value, its minimum force becomes the new worst case value. This is called primal short-circuiting since we can terminate the FOP when the primal value $F^{\text {max }}$ is less than a target value (i.e., the current worst case value).

Best case short-circuiting is similar. Here, we maintain a current best (smallest) value of minimum grasping force (which we can set equal to $\infty$ initially). We solve each FOP in turn, terminating early if the algorithm finds a dual lower bound $F^{\text {dual }}$ on minimum grasping force that exceeds the current best case value. If the current FOP has minimum grasping force smaller than the current best case value, its minimum force becomes the new best case value. This is called dual short-circuiting since we terminate the FOP when the dual lower bound $F^{\text {dual }}$ exceeds a target value (i.e., the current best case value). Note that in dual short-circuiting, it is possible to expend zero Newton steps on a FOP. This occurs if the dual variable $\nu$, from the last problem solved, certifies that the minimum grasping force for the current problem will be worse than the best case already found.

## VIII. NumERICAL Examples

In this section, we give some numerical examples to illustrate the algorithm and variations described before. All our examples use $M=5$ contact points, determined by the position and the orientation of a particular manipulator with four fingers and one palm contact point. (This, of course, does not affect the algorithm; we are just pointing out that the sets of contact points are not chosen arbitrarily.) The external wrench is due to gravity. We used the coefficient of friction $\mu_{i}=0.5$ for all contact points.

We used the algorithm described before, with a phase I to determine feasibility and a phase II to minimize the maximum grasping force. The algorithm parameters used are the ones mentioned in the earlier algorithm description. The stopping criterion is $1 \%$ relative accuracy, i.e., $\epsilon_{\text {rel }}=0.01$. (The algorithm performs well for much higher precisions, but this accuracy is more than adequate for any practical use.)

We solved $10^{4}$ FOPs, generated using a collection of objects, including bars, rods, boxes, and barbells, with various assumed weights and centers of gravity, and various grasp contact points. About $10 \%$ of the FOPs were infeasible. The average number of Newton steps required to solve the FOP (or determine the infeasibility) is around 8 , with a standard deviation around 2. The minimum number of Newton steps (over the $10^{4}$ test cases)
was 3; the maximum was 16. The average number of Newton steps in phase I was around 2. The average number of Newton steps required to certify infeasible FOPs was around 7.

Our implementation was coded in $\mathrm{C}++$, and run on a 3 GHz Pentium IV. Our implementation required around $50 \mu \mathrm{~s}$ per Newton step, so the time to solve a FOP was around $400 \mu$ s.

To illustrate warm-start and primal short-circuiting methods, we considered the problem of finding the worst case grasping force over a box of wrenches with each force and torque component varying $\pm 25 \%$. We generated 4000 test problems, and compared the average number of Newton steps required, per FOP, when all 64 vertices, plus the center, of the wrench box were solved using four methods.

1) Cold-start without short-circuiting.
2) Cold-start with short-circuiting.
3) Warm-start without short-circuiting.
4) Warm-start with short-circuiting.

Our warm-start scheme ran for at most six steps, and reverted to a cold-start scheme if a feasible point had not been found by then. (We counted the Newton steps wasted in warm-start failures in our averages.) The following table gives the average number of Newton steps required, per FOP.

| Method | Newton steps per FOP |
| :--- | :---: |
| Cold-start without S/C | 10.6 |
| Cold-start with S/C | 7.0 |
| Warm-start without S/C | 4.0 |
| Warm-start with S/C | 3.9 |

Both short-circuiting and warm-start techniques reduce the total number of Newton steps required. (Although the combination of both does not give much further reduction over warm-start alone.) With warm-start, we require about 4 Newton steps per FOP; in our implementation, this corresponds to around $200 \mu \mathrm{~s}$ per FOP.

To illustrate dual short-circuiting, we solved grasp contact point optimization problems. At each iteration, we update the position and orientation of the manipulator, compute the contact points, and then, solve the associated FOP. We used a simple hill-climbing algorithm to (locally) optimize the manipulator position and orientation. Each of these optimization runs required around 130 or so iterations, each of which requires the solution of a FOP. Once again, we considered four schemes: cold- and warm-start, with and without dual short-circuiting.

In dual short-circuiting. we stop solving any FOP when it is determined that the set of contact points being considered cannot give a better solution than the best set of contact points found so far. The following table shows the average number of Newton steps required, per FOP solved, for the three different methods.

Method
Newton steps per FOP
Cold-start without S/C 10.6
Cold-start with S/C 9.7

Warm-start without S/C 4.6
Warm-start with S/C

These examples show that both dual short-circuiting and warm-start techniques significantly reduce the number of Newton steps required. With warm-start and primal shortcircuiting, we are expending only 3 Newton steps per FOP. In our implementation, this corresponds to around $150 \mu$ s per FOP.

## IX. VARIATIONS AND EXtENSIONS

The methods presented in this paper can be extended in several ways, for example, by using a different objective function or a different contact point friction model.

## A. Other Objectives

Instead of the maximum magnitude of the grasping forces, we can take as objective the sum of squares of the force magnitudes

$$
F^{\text {sumsq }}=\left\|f^{(1)}\right\|^{2}+\cdots+\left\|f^{(M)}\right\|^{2}
$$

or a sum of the force magnitudes,

$$
F^{\text {sum }}=\left\|f^{(1)}\right\|+\cdots+\left\|f^{(M)}\right\|
$$

or the maximum normal force,

$$
F^{\text {norm }, \max }=\max \left\{f_{z}^{(1)}, \ldots, f_{z}^{(M)}\right\}
$$

Each of these results in a new conic formulation of the problem, a new dual problem, and a different KKT system to solve in each Newton step. The same structure for the KKT coefficient matrix, however, will occur in all cases (possibly after elimination of some variables), which means that our method can be used to compute the Newton step efficiently, and therefore, to solve the problem efficiently.

Let us give some details for the case with objective $F^{\text {sumsq }}$. We can just as well minimize its square root, i.e., solve the problem

$$
\begin{array}{ll}
\operatorname{minimize} & F \\
\text { subject to } & (f, F) \in K \\
& f^{(i)} \in K_{i}, \quad i=1, \ldots, M  \tag{34}\\
& A f+\omega^{\text {ext }}=0
\end{array}
$$

with variables $F \in \mathbf{R}$ and $f \in \mathbf{R}^{3 M}$. Here, $K$ denotes the standard second-order cone in $\mathbf{R}^{3 M+1}$ :

$$
K=\left\{(z, y) \in \mathbf{R}^{3 M} \times \mathbf{R} \mid\|z\| \leq y\right\}
$$

The only difference between this problem and the FOP (8) is that the cone constraints $\left(f^{(i)}, F\right) \in K, i=1, \ldots, M$, that appear in the FOP are replaced with the single cone constraint $(f, F) \in K$.

Following the methods used in Section III, we arrive at the dual problem

$$
\begin{array}{ll}
\operatorname{maximize} & \nu^{T} \omega^{\text {ext }} \\
\text { subject to } & z_{i} \in K_{i}^{*}, \quad i=1, \ldots, M \\
& \sum_{i=1}^{M}\left\|A_{i}^{T} \nu-z_{i}\right\|^{2} \leq 1
\end{array}
$$

the analog of (13). Indeed, the only difference between this dual and the FOP dual (13) is that the sum of norms constraint in the FOP dual becomes a sum of norms squared constraint here. We
can write a compact and explicit dual, the analog of (14), as

$$
\begin{array}{ll}
\operatorname{maximize} & \nu^{T} \omega^{\mathrm{ext}} \\
\text { subject to } & \sum_{i=1}^{M} \operatorname{dist}\left(A_{i}^{T} \nu, K_{i}^{*}\right)^{2} \leq 1
\end{array}
$$

The barrier function for the minimum sum-of-squares FOP (34) is given by

$$
\begin{aligned}
\phi(f, F)= & -\log \left(F^{2}-\|f\|_{2}^{2}\right) \\
& -\sum_{i=1}^{M} \log \left(\mu_{i}^{2} f_{z}^{(i) 2}-f_{x}^{(i) 2}-f_{y}^{(i) 2}\right)
\end{aligned}
$$

The matrix appearing in the KKT system that defines the Newton step, in fact, is fully dense. However, closer examination reveals that the Hessian term contributed by the second term of the barrier is block diagonal, with $3 \times 3$ blocks, and the Hessian term contributed by the first block is actually diagonal plus rank one. Using an un-elimination step (see [Appendix C, 29]), we then obtain a set of linear equations with exactly the form (22).

## B. Contact Force Constraints

In this section, we briefly describe, at a high level, how additional (convex) contact force constraints $f \in \mathcal{C}$ can be added to our FOP. The dual objective for the constrained problem will have an additional term (corresponding to the force constraint in the primal) that can be used to increase the dual objective. In the barrier method, we add a log barrier for the force constraints. This new barrier term contributes a term to the gradient and Hessian. If the force constraints are separable, i.e., have the form $f^{(i)} \in \mathcal{C}^{(i)}$, then the corresponding Hessian term is block diagonal, with $3 \times 3$ blocks. This implies that the same basic method can be used to efficiently compute the search direction in this case. In particular, the computational effort is still $O(M)$.

## C. Other Friction Models

The methods we have described can be extended to other friction models, such as frictionless point contact or soft contact with elliptic or linearized approximation (see, e.g., [26], [32]-[34]).

In this section, we briefly explain how to handle one such extension to soft contact with elliptic model. In this model, the contact points can exert a torque, about the (local) $z$-axis (i.e., normal axis), as well as a force. So, we introduce normal contact torques, $f_{t}^{(i)} \in \mathbf{R}, i=1, \ldots, M$, as a fourth component of the contact point force vector. In this case, the matrices $A_{i}$ become $6 \times 4$, with a fourth column that includes the effect of the torques applied in the normal direction at each contact point; the equilibrium condition is still $A f+\omega^{\text {ext }}=0$, with these new definitions of $f$ and $A$. The friction cone, now in $\mathbf{R}^{4}$, has the form

$$
K_{i}=\left\{\begin{array}{l|l}
x \in \mathbf{R}^{4} & \sqrt{\left(x_{1}^{2}+x_{2}^{2}\right) / \mu_{i}^{2}+x_{4}^{2} / \sigma_{i}^{2}} \leq x_{3} \tag{35}
\end{array}\right\}
$$

$i=1, \ldots, M$, where $\sigma_{i}>0$ is a parameter, sometimes called the torsional friction coefficient [cf. (2)]. Note that here $x_{3}$ represents the normal force, $\left(x_{1}, x_{2}\right)$ the tangential friction force, and $x_{4}$ the friction torque.

With these new definitions of $f \in \mathbf{R}^{4 M}, A \in \mathbf{R}^{6 \times 4 M}$, and $K_{i} \subseteq \mathbf{R}^{4}$, and assuming that we measure the size of a set of contact forces by the maximum magnitude of the contact forces (and torque), the FOP is unchanged; it has exactly the form (7). The dual is also identical, with the dual of the soft contact friction cone

$$
K_{i}^{*}=\left\{y \in \mathbf{R}^{4} \mid \sqrt{\mu_{i}^{2}\left(y_{1}^{2}+y_{2}^{2}\right)+\sigma_{i}^{2} y_{4}^{2}} \leq y_{3}\right\}
$$

The dual problem is exactly the same; the only change is in the explicit formula for the Euclidean distance to $K_{i}^{*}$. While the Euclidean distance to the aforementioned cone can be computed quickly, there is no longer an explicit formula for it, analogous to (15).

The barrier method is the same, with the obvious modification to the barrier function. The KKT system for the barrier subproblem has the same general form, except that the diagonal blocks are $4 \times 4$, instead of $3 \times 3$. Otherwise, everything is the same.

## X. Conclusion

We have considered the problem of computing an optimal set of contact forces, as measured by the maximum magnitude of the contact forces, subject to the constraint that we hold an object in equilibrium against an external wrench. We have developed a very simple dual problem, that can be interpreted easily, and gives a very cheaply computable lower bound on the optimal grasping force. We have developed a primal barrier algorithm that reliably solves the FOP within ten or so iterations; in contrast, general interior-point methods typically take several or more tens of iterations. Each iteration of our algorithm involves solving a set of linear equations. The special structure of these equations can be exploited to solve these equations with $O(M)$ computational effort, instead of $O\left(M^{3}\right)$ for the naive method. The constant hidden in the $O(M)$ notation is quite modest. For cases when the number of contact forces is small, the advantage here is not huge; but for $M$ large (say, a few tens), the advantage is great. Our nonoptimized implementation can solve a FOP, with five contact forces, in around $400 \mu \mathrm{~s}$. Our method can handle efficient warm-start, exploiting a good initial guess to solve a set of similar FOPs. This reduces the effort by a factor of 2 .
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